Notes – Swift Usage

SWIFT TIPS

*** Running tests: ce test directory, type ./run.  Dir ==?  (see Ben)

Swift docs are at:

To search swift email archives:

2007.0407

If you can gen a full graph of the workflow up-front, something is wrong with the model.  Such a graph should only be generatable at the end – datasets should not be able to be mapped before they are created.  If they can be, we have the wrong model – its not dynamic enough for general cases.

We need to map datasets using some general notion of indices.  These are name/value pairs, and are likely to dovetail nicely with the notion of map/reduce.

Need to handle the case of a serial for() where each dataset builds into the next.  This is exactly what we have in the lqcd genU case.

Need to be able to assign any of the outputs of a computation to a return variable.

Uncertain how much data processing we want to be able to do in swift.  Can use an “eval” model for this – can be translated into perl or python.

Implem note: the value of Karajan is for the existing Grid providers and schedulers.

A lang like Perl or Python (Jython?) may have greater value in terms of the programming semantics.  Need to “simply” replace all variable references with references to a database that is organized ot hold the state of the computation – both the graph and the state of variables.

All mappings of datasets should have a stream-like implementation for scalability: to enable the dataset to be huge.

Need to decide how things like string concat get handled – in Swift exprs or inside mapper code, in a scripting language.  Mappers get called from the Java stub; then they user #! To indicate which scripting language they are written in.  They work by treating a file as the map,  the receiver does a tail –f on the stream..  We could also have a fifo as the stream.

2007.0730

tabs in tc.data – use whitespace rules.

Tmp dir clarify – why 2x in sites.xml

Clearify data transfer and pathnaming model

Change vdsk to swift etc; Ditto for examples and tutorials

--- I say: swift awf2.swift which is my first foreach, and it says: 

Swift v0.2

RunID: fqzta3av5ris1

…and the just sits there – no jobs are starting (from qstat). Whats happening>??

Cant tell from the log output whats really happening.  How many jobs rtr, how many running, how any waiting?

How to set that throtler?

Why jobs fluctuate bwteen 3 and 20?

What about the failures? Looks like around 15 out of 800 failed so far.

The jglobus bug Mihael mentioned.

Job output is not correlated in log

Wf is vulnerable to ^c – should detach but be easy to kill

Would be nice to elim java startup cot wth a resident VM (web based w lw cli access)  - can bunle in with Tomcat for gui i/f

Easier to write output files by name in bulk.

Shotcut for App syntax – less {}, more easy to include external script code

Patter matcher needs to be more powerful in mapper (not just prefix= suffix= - needs better wildcards (did I pick up 5 extra files?)

Can Falkon get use of 2nd CPU on eg uctg?

Easier to run with kickstart

Get reasonable stats on every workflow by default.

Swiftps to see what its doing

· ready tasks, finished tasks

· - #task of each type (by process name or procedure would help)

· procedures known but not yet started.

Lots of longish errors on stdout/err

Run didn’t finish

2009 messages from 1005 jobs???

How to restart if it disconnects?

------- 2007.0801: building swift 0.2.

svn co https://svn.ci.uchicago.edu/svn/vdl2
gets allof tibis econ stuff – not the best way to do things 

either change the web instructions or ???

should co at a lower level?

Falkon too? With stons of packages? Nuts!

(def need to checkout at a lower level)

Swift make-like behavior for recompiling – should this be disabled???

--------------- 2007.0828

wrker/runwoker.sh: har-codes path to Ioan’s Java under his home dir; needs to be generalized for multiple sites. (Was due to something about the Java loc at uc-teragrid? Non-trad place? Couldn’t get via soft-env?

Add tests from email to instructions.

---

-------------2007.0829 Wed ---------------

What is swft.log and why does it have just one line in it?

TG$ ls -lt *.out *.log

-rw-r--r--    1 wilde    allocate   117680 2007-08-29 18:28 awf2-rm4p72i7lp0r0.log

-rw-r--r--    1 wilde    allocate    93200 2007-08-29 18:28 swift.out

-rw-r--r--    1 wilde    allocate       52 2007-08-29 18:23 swift.log

TG$ cat swift.log

2007-08-29 18:23:22,203 DEBUG Loader Loader started

TG$ 

---

Next: look at whether the io errors are due to failing apps – put logs in the apps – see f they are starting and failing.  Write to the work dir???  What was their ret code? Try running with kicktstart.

------------- 2007.0830 Thu ---------

ENH: get rid of spurious 1-lin logs? (.rlog?  what do these do? Where documented? Man page?)  Go to 1 single log file.  What is rel between stdout/err and log file?

ENH: cleanly separate standard logging lines from debug lines in the log.

Q: Why is it so hard to know what my app did?

Q: is log out of order, or was the app acting so strange that the earlier execs of the app looked like a copy-back failure while later ones had a variety of nonzero exit codes?

Q: were the nz exit codes shown for all execs of the app or only the last retries?

------------------- 2007.0831 Fri ---------------

FalkonQ: is the addlocationSTrategy re-read every 60 secs too, or just at startup time?

Is there a doc desribing the params?

Is the first col after timestamp in drp.txt really the queue length?  Ie, if Swift shows the jobs all started in the log, are they really sent to the provider, or just “runnable”?

The first col seems to be growing, slowly, almost looks like # finished jobs rather than started jobs.  (No – its not finished; I see 116 finished when drp.txt says:

54987.762 317 2 2 2 0 2 0 4 2 4)

*run11:

Mihael says it looks like swift is still throttling – so my settings didn’t take effect?

What are the errors in my email from?

Almost no faiures in the log?

What were all the restarts seen in falkon logs? (in drp log dir: worker logs?)

Does Falkon reread for the “all at once” drp setting?

---

Ask Mihael: what is swift cmd line conventions?

· assume no ‘=’ in props?

· Throttle probs valid?

· Expects scriptname as last arg, then args to script itself ?  (are these accessible to script in some way?)

Swift std completed notices seem to lag very far behind the production of output files in the home dir.

With debug on, the output file fills mostly with a quickly repeating “poll” message.

Cache grows unbounded and needs tending (also needs documentation)

Needs to be scrubbed between runs?

How to save all falkon and swift info from each run into a nice dir

How to get falkon stats plotted?

Is there some gross inefficiency in the falkon provider (see debug logs and polling-like log entries)

How to get overall runtimes

Bug =in 32 or 64 bit runs?

Break up the pipeline? (are there advantages to tis)

With anon output file names, how to tell what is what?  True that this is of little use in this case?

Is the rlog the recovery log?  What documenation does it need?

Did some job exceed the wall time? Runnaway??? :

To: wilde@tg-grid1.uc.teragrid.org

Subject: PBS JOB 1511306.tg-master.uc.teragrid.org

Date: Fri, 31 Aug 2007 18:27:25 -0500 (CDT)

From: adm@tg-master.uc.teragrid.org (root)

PBS Job Id: 1511306.tg-master.uc.teragrid.org

Job Name:   STDIN

job deleted

Job deleted at request of root@tg-master.uc.teragrid.org

MOAB_INFO:  job exceeded wallclock limit

Is walltime on jobs set so that if idletimer fais job will not waste SU’s?

Worker*.txt files: could use timestamps in their logs.

---- Sat Sep 1

** Please read. Important information about your disk space usage on

** the UC/ANL TeraGrid cluster.

So that the UC/ANL TeraGrid cluster is as usable as possible we do not

enforce hard limits (quotas) on users' home directory space. However,

we do have limited resources and ask you to monitor and manage your own 

usage.

You are receiving this notice because

   as of Sat Sep  1 07:00:24 2007

   you are using 43438 MB

   which exceeds your soft quota of 10000 MB

   for user wilde

---

Run 14 failed – looking into it.

---

top of .log:

2007-08-31 22:27:10,759 WARN  JavaUtils Unable to find required classes (javax.activation.DataHandler and javax.mail.inter\

net.MimeMultipart). Attachment support is disabled.

Probly minor nit – file bug, ask Q?

--

In awf2*.log” lots of highly repetiuve junk messages like this: 2007-08-31 22:27:16,649 DEBUG GetFieldValue GetFieldValue(true)

2007-08-31 22:27:16,650 DEBUG GetFieldValue GetFieldValue(true)

2007-08-31 22:27:16,650 DEBUG GetFieldValue GetFieldValue(true)

that don’t add much: gives little info (eg, what was the name/value?) 

Leave these ofr a higher debug level?

---

Intersting that tons of “create tmp dir” ops get done before anything starts.  Is there a flow-control/throttle issue on this (set it low – how long did this phase take?)

2007-08-31 22:27:29,850 INFO  vdl:execute2 Creating temporary directory awf2-orovh4qun1330/angle4-7xrfvkgi on UC

2007-08-31 22:27:29,850 INFO  vdl:execute2 Creating temporary directory awf2-orovh4qun1330/angle4-lxrfvkgi on UC

2007-08-31 22:27:29,850 INFO  vdl:execute2 Creating temporary directory awf2-orovh4qun1330/angle4-ixrfvkgi on UC

--

why comma instead of . in these timestamps?

--

--- Sep 5 ---

Mihael thinks that the problem was simply that the gridftp throttle was set too high.

Will try with 4.

Need to use a different (and dedicated) client machine to enable swift to submit faster? See that load average is creeping up higher on the submit host (between 2.5 – 5)

Problem: seeing last few jobs completing slowly; (Also: files are not being transferred: of*, cf*)

Sitting at 998 jobs completed for a while (5+ minutes?)

Would be good in the log if a the lines for a given job had the same tag or ID so you could readily grep a given job.

--- Sep 8 Sat ---

wrote kix script to format kickstart recs

wrote saverun to save logs etc

1st run: 16: got stale NFS file handle on gpfs system, trying to create (check) tmp dirs

2nd run: run17 – showed lots of jobs started; did not show any inishing.

The .log file shows many expections, but hard to know what these are.

The.outfile does not show these, and when the run is killed, it seems imposible to find the error.

Run20: 4 of 5 runs work; the failing run had no reasonable error message in swift.out and didn’t gen a kickstart file.

Q: why ar we getting stale file handles on the dir-check?  Is that running on the head node, or worker node?

Prob:  seeing no output when I changed to run on $HOME

Prob: When I leave job running on term, it stops after I bg it.

When I don’t, its very hard to kill – hard to find

Killing it doesn’t gve me the critical error messages at the end.

Seems like jobs are fininshing but output is vanishing.

Suspect the ret codes are incorrect.

 This is very hard to diagnose.

Need to pin this down and file a bug.

Look at these logs – killed jobs aroud 12:15 AM Sun!!!

--

Sun Sep 9

--

Sat Oct 6

Show examples of errors on  rules of assignments

Show examples of blocking vars: when blocked, when not;

Detail how when the rules of data flow are applied

OI: should they always be?  How to sep hangs from expected flow?

Should flow go through vars? Seems yes, through Karajan

Is this the only way? Should vars be database-based instead?

Could this be done “simply” in a uniforn way w Karajan functions to access the db but with minimal impact on the rest of the implem?  Could use a merge of db plus krajan tuple space.

Q’s to explore:

· do funcs need args?

· need returns?

· ; needed after app cmd line string? Is that passed on? Counterintuitive.

· Where ; needed and not?

--

(int r) date (int i) {

 app { date; }

           ^

}

Q: why need a ; after “date;” ?

--

Q: should you every get a java traceback:

This:

(int r) date (int i) {

 app { date; }

}

date();

-- gives:

Execution failed:

        Missing argument r for sys:element(r, i)

Uncaught exception: java.util.EmptyStackException in vdl:mainp @ t12.kml, line: 24

java.util.EmptyStackException

        at org.globus.cog.karajan.stack.LinkedStack.leave(LinkedStack.java(Compiled Code))

        at org.globus.cog.karajan.workflow.nodes.FlowNode.failImmediately(FlowNode.java:128)

        at org.globus.cog.karajan.workflow.nodes.FlowNode.failImmediately(FlowNode.java(Inlined Compiled Code))

        at org.globus.cog.karajan.workflow.nodes.FlowNode.event(FlowNode.java(Compiled Code))

        at org.globus.cog.karajan.workflow.events.EventBus.send(EventBus.java(Compiled Code))

        at org.globus.cog.karajan.workflow.events.EventBus.sendHooked(EventBus.java(Inlined Compiled Code))

        at org.globus.cog.karajan.workflow.events.EventWorker.run(EventWorker.java(Compiled Code))

Event was No #caller found on stack for date @ t12.kml, line: 25

        date @ t12.kml, line: 25

Exception is: java.util.EmptyStackException

Cannot fail element

java.util.EmptyStackException

        at org.globus.cog.karajan.stack.LinkedStack.leave(LinkedStack.java(Compiled Code))

        at org.globus.cog.karajan.workflow.nodes.FlowNode.failImmediately(FlowNode.java:128)

        at org.globus.cog.karajan.workflow.nodes.FlowNode.failImmediately(FlowNode.java:148)

        at org.globus.cog.karajan.workflow.events.EventBus.failElement(EventBus.java:187)

        at org.globus.cog.karajan.workflow.events.EventBus.send(EventBus.java(Compiled Code))

        at org.globus.cog.karajan.workflow.events.EventBus.sendHooked(EventBus.java(Inlined Compiled Code))

        at org.globus.cog.karajan.workflow.events.EventWorker.run(EventWorker.java(Compiled Code))

$ 

--

Point: if you want to see stdout/err you need to send it to a file

If you want the file named something normal (ie not a generated name) you need to map the output file

Point: say what it means to map and in file and when map is done; when file needs to exist

Say same for output files.

OI: makeit easy to have a swift func produce a list of files that’s a dataset?

Or would that func be a mapper?

Point: what you can do in swift, aht you cant, ad when you need to go to another language.  How to interface the in/outs of the language back into swift.

Ie: can a function fil a swift array or struct/array datastruct?

--

BUG: failed to provide input var to a func that expected one:

Prog was:

date (int i) {

 app { date; }

}

date();

Output was:

$ swift -sites.file ./sites.xml -tc.file ./tc.data t12.swift

Swift v0.3 r1319 (modified locally)

RunID: 20071006-1302-4j5ph027

Execution failed:

        Missing argument i for sys:element(i)

Uncaught exception: java.util.EmptyStackException in vdl:mainp @ t12.kml, line: 22

java.util.EmptyStackException

        at org.globus.cog.karajan.stack.LinkedStack.leave(LinkedStack.java(Compiled Code))

        at org.globus.cog.karajan.workflow.nodes.FlowNode.failImmediately(FlowNode.java:128)

        at org.globus.cog.karajan.workflow.nodes.FlowNode.failImmediately(FlowNode.java(Inlined Compiled Code))

        at org.globus.cog.karajan.workflow.nodes.FlowNode.event(FlowNode.java(Compiled Code))

        at org.globus.cog.karajan.workflow.events.EventBus.send(EventBus.java(Compiled Code))

        at org.globus.cog.karajan.workflow.events.EventBus.sendHooked(EventBus.java(Inlined Compiled Code))

        at org.globus.cog.karajan.workflow.events.EventWorker.run(EventWorker.java(Compiled Code))

Event was No #caller found on stack for date @ t12.kml, line: 23

        date @ t12.kml, line: 23

Exception is: java.util.EmptyStackException

Cannot fail element

java.util.EmptyStackException

        at org.globus.cog.karajan.stack.LinkedStack.leave(LinkedStack.java(Compiled Code))

        at org.globus.cog.karajan.workflow.nodes.FlowNode.failImmediately(FlowNode.java:128)

        at org.globus.cog.karajan.workflow.nodes.FlowNode.failImmediately(FlowNode.java:148)

        at org.globus.cog.karajan.workflow.events.EventBus.failElement(EventBus.java:187)

        at org.globus.cog.karajan.workflow.events.EventBus.send(EventBus.java(Compiled Code))

        at org.globus.cog.karajan.workflow.events.EventBus.sendHooked(EventBus.java(Inlined Compiled Code))

        at org.globus.cog.karajan.workflow.events.EventWorker.run(EventWorker.java(Compiled Code))

$ 

Issue: swift didn’t know that an arg was not supplied.

Different than if arg had no value.

--

Q: can an app{} function have anything else in it? Pre-assigns, postassigns?

 Should eventually have pre-script and postscript?  Error catcher/retry?  Environ setting?

--

Point: functions don’t need args or returns.

If no args, use ()

If no returns, omit the list (BUG: this is inconsitent)

If no args, funcs are called in parallel:

date () {

 app { date; }

}

date();

date();

date();

all dates start at once, then all run and finish in parallel

--

Point: Some checks are compile time and some are runtime.

Some errors come from swift, some from Java (ie swift shows them to users just like they come from java; some come from Karajan and are passed on to the use that way.

Principle: swift should encapaulate both of these error sources and diagnose and translate the error to terms of the swift program and virtual machine.

--

Q: how to read data into a swift array/struct?

A: only way right now is:

· mapper (but that can only return file-valued exprs

· @getstr (whatever its called)

· Func to parse a getstr: n/v or ???

Q: whats in an array after it gets mapped?

--

Q: ben alludes to cases where swift is NOT single assignment.  What are these cases?

--

Q: the original intent of the mapping model was that the nested structs in the swift namespace are mapped to certain files, and that’s what you iterate over.

Should mappers instead have returned their data into “maps” which are separate from variables?  A var can point to a map; a foreach can iterate over a map?

We seem to have bollixed the data model between what represents an in-core structure and what represents a persistent dataset.

What are the cases where these need to be intermingled?  Ie, scalar args to asscoaite with processing the specific members of a dataset?

--

Sun Oct 7

--

How to debug? Would be nice to have a print statement.

Uisng echo() instead.

How to have echo append to a log file?  (point to a script that appends)

--

Wow: There is no serial execution at all – even when setting up a data structure.  This is “max astonishment”!

--

Should note that eg, when debugging, you cannot set the same file N times.

(can db with a func/script that appends to a fixed file, internallally)

--

This notion of not being able to write to the same file more than once should be documented (and perhaps re-assessed, althout it has value for clean provenance behavior):

RunID: 20071007-0626-iy3xz94a

echo started

echo started

echo started

echo completed

echo failed

echo failed

Execution failed:

        Exception in echo:

Arguments: [set pl0]

Host: localhost

Directory: t5b-20071007-0626-iy3xz94a/echo-idxcnaii

stderr.txt: 

stdout.txt: 

----

Caused by:

        The cache already contains localhost:t5b-20071007-0626-iy3xz94a/shared/db-cb49b9d4-f0c7-4b25-86b0-b3d4b045e86d-.

--

Doc should describe the execution model:

· dir created (shoe truct)

· files named anon or by mapper

· etc

--

No functions to go from int to str for debugging

--

Swit goves this error message when an arg list is missing a type/var pair:

$ swift -sites.file ./sites.xml -tc.file ./tc.data t5b.swift

Could not compile SwiftScript source: line 44:1: unexpected token: (

Eg for this line:

(int o) step2 (int i, plist)   => sb params plist

{

  o = i+1;

  db("5: step 2");

  foreach pval in plist {

    outfile = pecho(pval);

  }

}

--

Q: variable scope rules need to be defined: are types and vars declared outside functions

Q: how to cast int to a string (eg to debug ??? – top print an int var in a strcat)

Q: if we could use py, sh or perl in func bodies, could we avoid much of the processing logic we’d otherwise have to program (and implement) in swift?  What data passing conventions would be needed to make this very trivial?

Q: how hard would it be to implement sequential execution in swift, and what are the arguments for and against that?  Breaks functional model?

Q: I didn’t really *need* seq exec here, except that it seemeed like the data flow rules did not act properly across the deeper struct/array expressions.  But need to go back and test this.  One example: inserting debug statements is near impossible because you need to introduce data dependencies to serialize them with the code they are examining.  This in turn was driven by the fact that error messages didn’t have line numbers, so it was very hard to see where the program was dieing, and then even harder to debug it.

 Q: does decl int a, b; work, or does each var need a separate decl?  Does this work same in fnuc decl formal param list as in free code or inside func?

Q: Do all funcs get declared ony at top level?  Or can they be declared inside other funcs?  If so what are the scope rules?

Q: can funcs be passed and declared as args? (think no)

TODO: use the “reverse exec order” example to illustrate dataflow-based sequencing”.

Note: apparently you can pass an array (or even array of structs) to multiple funcs, and the funcs can mutate the struct/array – as long as the funcs don’t refer to unset members, or set members more than once.

Clarify: if i is a param, and in the body there is a foreach foo, I stmt, does the i defined in the foreach hide the I in scope due to the params?

Example: show how if you want to accumulate all the ret vals from a func in a foreach, you need to put the vals in an array (cause they will be calculated in parallel) and only when the foreach is one, sum them up serially.

Q: what is j in the example below?  When does the setting of j trigger the next statement? Or is j not even in scope outside of the foreach loop?  If not, show this in an example tp clearify scope rules.

foreach s, j in fn {

    plist[j].sf = s;

}

o = j+1;

dbint("4: in step 1: o=", o);

INDEED: test shows that j is not in scope outside the foreach block.

ISSUE: the order of debug output in t5b.swift is very puzzling, nd after all this careful dependency setting, its still hard to figure out what variable the program is blocking on.

The program behaves as if the tuples space vars are crossing function boundaries, so that eg a func call (db) that is depending on a return value is returning, even though calls insde the function are still in progress.  So eiter the function is returning even though its not DONE, or the external cals that depend on the returns are triggering even though the func has not returned.

Q: can you do a foreach over a struct or only over an array? (test)

DOC: how to close an array by returning it from a func is unclear.

This works:

dbint (string s, int i ) {

    app {

        db s i ;

    }

}

int ia[];

(int ria[]) setia()

{

  ria[0] = 100;

  ria[1] = 200;

}

ia = setia();

foreach i in ia {

  dbint("ia=",i);

}

but what if ria was declared at top scope? Is such an array impossible to close?  Note that what hangs on an unclosed array is a foreach – it wont strat till the array is closed.

ISSUE: verify that arrays are passed by reference: that a func that sets array members of an array passed in is actually setting the members of the caller’s array, and the caller will see those values even if the array is not listed as a return value.

Whats the relationship between a mapper returning multiple values and the dimesionality o the target variable being mapped?

ISSUE: when a var is mapped to a file, it still has no value – just a mapping.

How do we transfer that maping to a struct variable so that we can foreach it? I think right now you cant.  The only syntax for invoking a mapper is on a scalar?  

DOC ISSUE: namespacs in ug sec 13 are not yet adequately deined.  Where is ach namespace set, whats the purpose of each, and whats the set of allowable names in each?  (Some can have only a fixed set of names defined; others can have arb names (eg how are envvars set?)

DOC: ug 11.4 @filenames: is the mult values useful only to set an array?

BUT we can do the parallel array trick!

ISSUE: if you refernce a struct as a value, does it HAVE a value if its not yet been set?  Does it get a value when Any of its fiels are set or when all f its fields are set?  Or some other way?

Q: can a mapper map a set of files to a single var, or only to a struct or array?

Q: can a mapper map to a structure element?  Why not?

Q: does @fileval return value of a filename or value of a file variable?

Q: where is stdout= described? Should be in user guide, Sec 8 8. Invoking an application from Swift.  Also env vars etc and profiles etc from tc.data and sites.xml should be described there.

ISSUES/DEFS

Single returns from apps?  (can an app return multiple files?)

Eg:

(file a, file b) appx ( file c, file d) {

  app { x a b c d }

}

(ans: yes)

No stmts after app

State setting

Output mappings: sets the mapping but leaves the state set to exists

Created/uncreated or exists/doesn’t-exist

Is it clear what happens when an output var is mapped?

When does a maper check (or need to check) if a file exists or not?

Is there ambiguity in this model?

How is array and structure maping different from mapping of an output var?

Vars that are “file” value have a maping and a setting-state (set or unset)

ISSUE: output file mapping.

In this example from the gs tut:

--

type messagefile;  

(messagefile t) greeting () {  

    app {  

        echo "Hello, world!" stdout=@filename(t);  

    }  

}  

messagefile outfile <"hello.txt">;  

outfile = greeting();

--

what makes the mapping of outfile to hello.txt an output mapping vs an input mapping?

--

Q: whata are we saying when we declare “type file;” – that this type denotes a file or that it denotes something mapable?

--

wats strange about output mapping is that the declartion of the output file name to use occurs *outside* of the function that is producing the file.

--

Issues of scope, lifetime, and pass by reference or value.

Issue of instance of a variable: when are new instances created to preseve the single assignment property.

How does single assignment relate to both mapped vars and scalar vars?

Where is single assignment fuzzy or violated?

Is single assignment intrinsic to Karajan?  When is it needed for syncroniaztion purpose?

--

can vars be redeclared?  See t21.swift

--

Doc: need to explain the cache model and what it means to runtime behavior. Eg, I get errors like:

$ rm db.out; swift -sites.file ./sites.xml -tc.file ./tc.data t22.swift

rm: cannot remove `db.out': No such file or directory

Swift v0.3 r1319 (modified locally)

RunID: 20071008-0520-v14lkd0f

echo started

echo started

echo started

echo completed

echo completed

echo failed

Execution failed:

        Exception in echo:

Arguments: [12345]

Host: localhost

Directory: t22-20071008-0520-v14lkd0f/echo-jyia8cii

stderr.txt: 

stdout.txt: 

----

Caused by:

        The cache already contains localhost:t22-20071008-0520-v14lkd0f/shared/varf2.value.

--

the lang is deficient in general in the ability to prepare input data for a parallel run, to pass inout data from one stage to the next, to massage that data in between, and to mix file data with numeric and string data (ie non-persistent data with persistent data).

(Note: is “persistent” a better name than “file” data)?

--

ISSUE: why do files in an app arg list require @ while scalars don’t? Why doesn’t the type of the expression dictate how its gets rendered on the cmd line and if the file get transferred?

--

Note the difference between input and output mapping: input files must pre-exist while output files can not (need not? Test!)

In this code:

type file;

(file outfile ) cat (file infile) {

  app { cat stdin=@infile stdout=@outfile; }

}

(file r1) set1 () {

  app { set1 @r1; }

}

file f <"varf.value">;

f = set1();

file g <"varg.value">;

file h <"varh.value">;

h = cat(g);

we get:

==

Swift v0.3 r1319 (modified locally)

RunID: 20071008-0614-g7feg2h1

set1 started

cat started

cat failed

Execution failed:

        Exception in cat:

Arguments: []

Host: localhost

Directory: t24-20071008-0614-g7feg2h1/cat-nnsfacii

stderr.txt: 

stdout.txt: 

----

Caused by:

        File not found: /home/wilde/angle/data/./varg.value

==

--

ISSUE: in the example above, when the output files already exist, they are just overwritten, but there seemed to be cases I hit where you get an error if the file already exists. It says its already in the cache.  WHats the difference in these two cases?

--

Why does @extractint work as a float?

Can we cast ints and floats? Strings?

· -

--

NOTE: when you exec an app func, you create a job. When you exec an ordinary func (cmpound) you don’t.

--

Q: can we do reasonable loop termination when reading an input file using iterate?  Can it detect when a command is retuning a != 0 exit code?  Exit on a special value? (yuck)?  Is there a break in the iterate?

Q: how coe I can say:

params plist[];

plist = getparams();

but not:

params plist[] = getparams();

Q: how easy is it to add intrinsic functions to swift?

Where should these go?  How can a user package functions into a Lib?

==

2007.1009

Need namespace/version on names, as in VDS, for this?

INCUDEPATH/LIBPATH?  Compiled into K already or plain or both?

How to get Swift to run as an interpreter; how to get the VM to stay up and handle multiple requests, via cmd line clients?

From discussion 2007.1008 w/ Mihael:

Q1: Clarify closing of vars and why scripts hang.  How to debug – how to find whats running and whats hanging on what?

Q2: Clarify recursive nature of mappers as Mihael showed in his tree diagram.

Carify map state of variables.  (True that file-valued vars have mapped/unmapped stated, and mapped value. All vars have set/unset state. Unset == NULL? Can this be tested? SHuld be possible

Are data structures created automatically as mapping proceeds?

How can mapping be streamed to permit huge datastructures to be mapped?  (Virtual variables – don’t really exist or take up RAM the whole time?)

Need sizeof on arrays.  How do arrays grow?

--

Note that the mappers take string vars not just literals as a value.

When you assign a var that is mapped, its mapped value should be (and IS) sent to the receiving variable.

We need primitives: unmap(f) => filename-string.

Length(array)

--

Fri Oct 19

When you submit and background the job, how do you know if its still running; how do you kill it?  Does this leave async emote operations still in progress that need cleanup?

TODO: generalize swiftrun to save output files of any name.  Capture PBS logs too, globulogs?

--

Sat Oct 20

Run arb Perl Pythn R jobs using app as data.

How to track the volving app?  

How to send all the pieces?

Can we send src and have a kickstarter that builds the app and runs it?

How to debug in this environment?

- need a model of the “generated code”

- need to know how each “instruction” in the code behaves

- some codes can be nested workflows to be executed by remote engines

--

Sun Oct 21

Security-config.xl in both container and service/etc dirs?  Does it need to be set same in both places?

Moving config changes into ~/swift/falkon/*.changes

--

Tue Oct 23

Needed to repair log4j after falkon deef provider install.

Set 2 falk conf files from ~swift/falkon/*.changes

(need a better way to do this)

Ran 1000 angle

- data returned very slow – seems like lots of errors

- drove load avareage up past 10 (but hard to say how much was me)

- hard to find the io errors in the logs very hard to interp

- how to best bg the command but still a) tell when its done and b) kill it cleanly if user decides that’s best

-- 

Sat Oct 27

Need to file bug to get the error log to more clearly show top level errors and all the subsidiary details.

The error about stdout/stderr being missing from a failing execution should not be considered an error.  Thats an error only of those were redirected but not produced (and even then not, perhaps). (Do we correctly distinguish between them not be produced and them being a zero-length file?)

--

Sun Oct 28

See falkon notes from Ioan on security, logging, sharing, etc.

Need more flexible falkon start commands.

Get ks data digested by xml formatter/extractor (may need some perf tuning)

Get better fn log tailer – extract columns of interest

Find way to get the data files under data/ dir w/o making source messy (eg by default).  Or see what new files were created; perhaps can instead keep the logfiles under ./logs/

Then data files can be easily excluded from logs.

Add more to logs: falkon recs, pbs recs, gram recs, etc: discuss with Brian.

Find where Mihaels log info is sitting – need to resolve this.

Need to have a no-touch property to set the format of all uuids generated: jobs, files, workflows, and dirs.  Then use these patterns to split things.

Why are the uuids clustering? (eg ks recs with the same last prefixes?

Need to SVN UPDATE Falkon and Swift.

Naming changes TODO:

dir structured mappers

external, initial splitters (in the mapper or outside)?

-- 

Tue Oct 30

--

Sat Nov 3

Next:  batching, kickstart;

measurements. more sites

File naming

Use of files already staged: via gridftp URI

-- Sun Nov 4

Test 1455 w/ gnuplot 4.0 compat

BUG: get: Swift v0.3-dev libexec/svn-revision: line 1: svn: command not found

libexec/svn-revision: line 1: svn: command not found

-> when you build on a system that desnt have svn (eg uc-teragrid)

BUG: useguide has a few typos;  also says “clustering disabled by default” but latest swift.propertires says enabld.

BUG: Run125 – when sites.xml dirs were bad, started jobs anyways ?? and failed, restarted jobs??? Should have given clear error before running anything. (Need to verify this,c hecking logs now).

Problem was: ~tstef became inaccessible, and R could not be launched, so apps failed.  Msg was on stderr, this was not visible.  Shouldbring it back.  (Show how, and stress in the tutorial).

For Sun Agle Tut:

· spread users across ws machines

· run java 1.4 or a higher one?

· any way to have faster startup on 1.5 or above?  Lover start overhead? Shared libs?

swift cmd should send a DONE message to swift.out (stdout) when all done.

Is it exitting normally?  Seems to linger (at least fom swiftrun script) check it out.

swiftsave should grab a comment from cmdline (i present) >comment.out

Should check – if cwd doesnt look like a wf, hollar.  At least, log and swift file?

ENH: Simple file mapper uses 4 digit number – should be a param, or a pattern (format).

BUG: can lock log message on tg-viz java 1.4.

-- 

Mon night 11/5

BUG: file against slow start time.

(see email thread from today).

BUG: why swiftrun does that funny bg/fg thing?

Why cant kill it w/ ^c

Why it doesnt kill java when you kill swift command with a kill cmd

--

Tue 11/6

ENH: echo all param values on startup, into the log (as well as other config info relevant for debugging)

BUG: note in UG that maxwalltime must be quoted if using “00:00” notation.

--

Wed 11/7

To Do on Angle:

· generalize angl4.sh? (replaced by script soon!)


($HOME etc issues)

--

Thu 22/8

Insts for installing:

Only need to change RBIN in ANGLE_HOME/bin/angle1019

Only ship grid_code dir

BUG: get the whiitespace issues fixed in tc.data!

ENH: how to kill the jobs from a run that the user wants to terminate?

ENH: readdata to take “str” to allow embedded blanks; Need a review of all string handling and quoting in swift.  Need to use a consistent package to get consistent conventins.

BUG: investigate “str” on cmd line, and other cmd line separator issues. specify in user/ref document.

ENH: make #retries a configurable option, globally and by app/function/etc.

ENH: make all the sched params a “no touch me” set of configureable options (all the things that tune the algorithms)

Issue: debugging return codes deep inside wrappers is tricky – need logs of ret codes and stderr/out etc.  See angle as a test case.

Make producing an output file conditional?  If its not produced, what trigers dependency processing?

--

Fri Nov 9

To do on angle app:

· parameterize from outside to run as one script process(anglerequests)

· use caching

· target sico; test on one falkon install. (but stand up several).

· install on all sites that have res for us

· test from many places including qsub -I and workshop/uictut machines

· spread output

· use cached input (and return list) -> awf10

· move submit tools to SVN (or tarball for now) and enable to run from multiple places

Stats on angle data:

366 spool dirs

67K files

540GB

ENH: regarding maxwalltime:

1) make kickstart control time per job – kill it with warninging signal then hard, and cleanup nice.

2) allow a spec tha says if a job goes over, when its retried it bumps up to a higher value. up to a nother harder limit

3) get stats on job-cluster run times

IDEA: Work the module command into the swift environ.

IDEA: pre-proc to insert inline: small scripts, and mapper scripts

ENH: allow “” in readdata

ENH: allow data in ext mapper to fill array?  Or readdata to work with ext mapper?

ENH: ext maper to go both ways – in and out

ENH: simple mapper to take dir paths,

ENH: swiftsave to gen kix data.

ENH: jobs to grab local gram logs.

IDEA: log processing:

· find all exceptions

· list the history of each job w/ exceptions

· show retries, timeouts, etc: grep for specific event

· run a pipe: tail -f | unbuffered watcher => to alert user to specific things: can run in bg and print alerts to a log screen,

IDEA: create a nice package fr running wf's – using screen and/or condr; restarts as needed; stream data back from log to monitor.  Kill; pause, dislay info, etc.  Communicate back/forth with the condor job.

IDEA: Thesis: Grid is the Chip; I am the compiler.  A study of code generation issues for the grid:

· diversity of caching ideas.

· local disk utilization

· multiple starts;

· killing/recovering diagnosing jobs.

IDEA: automat sending input files to scripts

IDEA: build on Module mechanism

--

Nov 11

--

Nov 12

ENH: swift failure action to depend on error

· walltime error – no retry unless bumping up

· file not found?

Build in a set of recognizers with an action code and retry params for each (eg, #attempts, timing, penalty)

ENH: swiftrun to state when it didnt find a matching site in /sites. (is silent now – bad)

ENH: swiftrun to take more params and build more of sites and tc.data.  Use a cleaner tc.data input descrip and plu into vds fmt for now.

Q/EN: as jobs in a cluster finish does their data stream back or wait till the cluster is done?

Targets:

UC
48
A S

sdsc
400
A S

tung
80
A

merc
80
A

tport
10?
A

[ ] TC

[ ] sites

[ ] set batch factor

[ ] benc 1

[ ] benc 1

[ ] benc 1

[ ] benc 1

[ ] get work defs

[ ] set throttles: I/O

[ ] set throttles: Jobs

[ ] set failures:

i) change lower bound on site selector/scheduler in karajan back to -10, 

rather than the 3.8 value we changed it to. The present 3.8 setting means 

that even when a site fails badly (eg entirely) it will continue to 

receive a high load of jobs. this is undesirable.

ii) apply cluster failure patch - this means that when a cluster fails, 

any jobs that actually completed will be regarded as completed (that is 

not the case in the present trunk SVN).

iii) tweak job walltimes. it is the case that jobs are taking hundreds of 

seconds to run, above the walltime you've been using. increase the 

walltime for jobs to something that reflects actual runtimes, eg 900s. 

then, in order to keep big clusters being submitted, increase the maximum 

cluster duration appropriately (eg. going from 90s to 900s means 

multiplying the cluster.min.time property by 10x too). this should reduce 

the number of clusters that fail due to exceeded walltime.

CGI Params:

sites:  
NCDM UofC ANL ISI (all)

start date: 
first

end date: 
last

clustering interval: 10 min


number of clusters:  20


clustering mode:
cluster sites tgether

--

Nov 13

I suspect that computing on GPFS filesystems is impractical – doing lots of small file operations needs to happen on the workers local disk.

PROB: with clustered jobs, the “probe” stage can take a long time because it waits for the whole cluster to complete.  This can be impractical.

(among otherthings ittakes a long time to know that your workflow has started streaming normally and isnt going to die early on).

TECNIQUE:

· Users need to be careful of permissins when setting up apps.  Apps have many peices- they all need to be accesible to everyone who will need o use it.

Can user globus-job-run and uberfpt to check things out.  And to find out who you are runniung as.

· What to use as a submit host.

· How to run more than on wf at a time.

The swift work dir:

· how to use it

· how to read it

· how/when to clean it up

Hany commands to run under globus:

/usr/bin/id

/usr/bin/which

-- 

Wed Non 14

Q: mapers should really be able to map a dataset of ANY values, not just file values.  For example, a file of calibration constants should be able to be mapped into a struct. Now, this may confict with rules that govern a data flow implementation.  That will need to be fixed.

--

Thu Nov 15

java.lang.IllegalStateException: No registered callback handler for org.globus.gsi.gssapi.GlobusGSSCredentialImpl

patch -p0 -R -i patchfile.patch 

BUG: in swift command, if istes file doesnt exist (from cmd line option) the system silent uses the one in the swift release (it seems) or at elast, it desnt complain.

BUG: env vards from sites.xml eched to swift.out in a funk way...

BUG: swift stdout contains no started / ended messages- these come from swiftrun

NOTE: slow swft start is java 1.4 likely; try 1.5 or 1.6.

DOC: document passing of parameters into an external swift prog.

test these with the outer Angle script.

DOC: there are 4 places to get a swift.properties from:

$s/etc

~/.swift

.

swift -config

Document what the search precedence and merging rules are.

Display both the properties files that were used and the final property values in the swift log file.

RES topic: 1) how to group subgraphs to a cluster and keep data local?

2) how to compile some code to MPI and use lcoal in-ram tmp files for data exchange. (Use an MPI wrapper that basically does an exec and exchanges files via MPI messages).

--

Sat-Sun Nov 24-25

BUG: grid-proxy-init needs COG env var – should be set to $SWIFT_HOME?

Got swift tutorial docbook files from:

http://sourceforge.net/project/showfiles.php?group_id=21935
Then did install.sh and answred yes to all questions

then did a “.” to source in the env vars

Then build $lab where lab=:

terminable$ echo $lab

/home/wilde/tutorials/osgedu/schools/swiftlab

terminable$ echo $build

/home/wilde/tutorials/osgedu/build

terminable$ 

worked.

--

From VDS doc chap 6:

A comma separates multiple profiles within the same profile namespace, e.g.:

ns1::key="val1",key2="val2",key3="val3"

Multiple Namespaces are separated by semicoli, e.g.

ns1::key1=”val1”,key2=”val2”;ns2::key3=”val3”,key4=”val4”

globus::host_types=ia64-compute

globus::maxwalltime=1,queue=fast,host_types=ia64-compute

--

Notes from 2007.1206 – meeting with Colombia researchers:

discuss append mode - do we provide? how to specify? How to do provenance?  What isues in parallel operation? (do as a merge step?)

Discuss aspects/issues of hdf5 files.

--

Consider:

taep taap saap tarp 

trivial app exec protocol

trivial application-running protocol

simple app

Wrap an app with a simple cgi

Pass URLs of any kind (http ftp gsiftp webdav etc)

Pass XML docs for any param

Params ar n/v 

v's can be uris or xml docs

--

-- 2008.0120 --

***DEFICIENCY: a bad xml file in the sites dir gives a bad error message.

Sites file was:

<pool handle="localhost" sysinfo="INTEL32::LINUX">

    <gridftp  url="local://localhost" storage="NA" major="1" minor="0" pa\

tch="0" />

    <execution provider="local" url="NA" />

    <workdirectory>/var/tmp</workdirectory>

</pool>

(note the \-NL inserted by mistake after: minor="0" pa\  )

This give the error:

Swift script tests/t0.swift starting at Sun Jan 20 15:43:23 CST 2008

running on sites: localbad

Execution failed:

        Could not load file sites.xml: com.thoughtworks.xstream.converters.ConversionException:  : expected = after attribute name (position: TEXT seen ...dftp  url="local://localhost" storage="NA" major="1" minor="0" pa\... @5:75)  :  : expected = after attribute name (position: TEXT seen ...dftp  url="local://localhost" storage="NA" major="1" minor="0" pa\... @5:75) 

Swift Script tests/t0.swift ended at Sun Jan 20 15:43:25 CST 2008 with exit code 0

$ 

This error message is almost readable, but seems to have gotten recursively jumbled.

Also: is the thoughtworks code public domain and redistributable?  Do we have such issues anywhere else in the code? (taint???)

--

2008.0310

How to provide kickstart; where it should be compiled to.

How to specify ks/noks in swift or in a global place. Control ks/noks in swiftrun  (swiftrun –k)  see whats there already – possible its there vi a property and a commandline opt for the prop?

--

src and releases: suggest users keep a swift dir.  A good place to build swift into?  Put rels under swift/rels?

--

How to set paths in .bashrc etc?

--

How to integrate with or use screen?

· don’t redirect stdout/err?

· Do screen swiftrun?  

· How does logging get controlled?

· Screen naming?

· How do watch specific workflows?

--

poor msg: incorrect # of args – when an arg to a atomic is missing, cryptic message, args are all lower case, no clue as to where called from.

Or what the func called was, or how any args were expected vs supplied.

--

poor message: ret type of an atomic had a obsolete type.  Not caught at compile time; no link back to the src line in the runtime error.

--

Builing Falkon:

On Sun, 9 Mar 2008, Zhao Zhang wrote:

> > cd ${FALKON_ROOT}/cog/modules/provider-deef

> > ant distclean

> > ant -Ddist.dir=../vdsk/dist/vdsk-0.3-dev/ dist

> > So I need to delete the last line and add

> > 

> > ant -Dwith-provider-deef -Ddist.dir=../vdsk/dist/vdsk-0.3-dev/ redist

don't run any build command in the provider-deef directory.

replace the above three lines with:

 cd ${FALKON_ROOT}/cog/modules/vdsk/

 ant -Dwith-provider-deef redist 

--

2008.0315

Why swift.log with 1 line?  Whats its used for? Where to state?

Improve doc of sites.xml format

How to better get tg and osg sites (osg from vors http interface? Tg from?)

Better explain the various data dirs that get used?

--

TO DO:

Re-run amiga with 1 test task;

Check if properties are needed – eg don’t remove server side work dir???  See if jobs were started????
--

2008.0316

doc that lzay.errors means the retries still get done, but if an exec fails after the rety count is expired, the wf stops.

--

sysinfo="INTEL32::LINUX"

in

 <pool handle="localhost" gridlaunch="/home/wilde/swift/tools/kickstart" sysinfo="INTEL32::LINUX\

">

test it w/o

--

why redist pauses with a prompt in ant?

--

2008.0317

Convention for Ligands: where in and out go in a run; what gets copied to the swiftsave log dirs (ls –lR of the data eg?)

NEXT:

· find why only 25-ish of 100 ran?  NFS Issue?

· try kickstart OK
· try batching

· look at wrapper logs and wrapper perf

· look at how to leave data on server.

--

2008.0318

> > iraicu@viper:~/java/svn/cog/modules/provider-deef/etc> cat

> > log4j.properties.module

> > log4j.logger.org.apache.axis.utils.JavaUtils=ERROR

> > log4j.logger.org.globus.cog.abstraction.impl.execution.deef=DEBUG

> > 

> > I have this log4j property, do you have this enabled?  This should 

> > enable more debug output from the Falkon provider.

If deploying swift with this command: ant -Dwith-provider-deef redist

then it looks like those lines don't get merged in. Mike, add those lines 

yourself to your dist/swift-0.3-dev/etc/log4j.properties file.

--

If you are an SVN user (rather than using mainline Swift releases 

downloaded in .tar.gz form), read the following and obey the one 

instruction it contains.

The one instruction is:

  delete your cog/modules/vdsk/dist/ directory

--

Update bgexec from svn; remove swift arg from invocation.

--

2008.0321
document: data flow; what the .d dir in the run dir is from, why it shows up empty on error and gets removed if not?  All the files and dirs in wrapper.sh;  what is done in jobs setup and teardown.

--

2008.0321

swiftsave features to do:

- copy info and/or contents from the shared folder (at least ls info)

- grab falkon logs if running under falkon (grep sites.xml to tell)

- ls the data files from the current run dir.

- swiftrun should leave a record every time it runs. Swiftsave should tell if it grabbed the data of a swiftrun; tell how many were saved and how many not.  Summary of each swiftrun should go into the swiftsave dir, including syntax vs not, how many jobs ran ad failed,  etc.  swiftrun.log etc -> to go into a local .swift directory in each dir, much like a .svn dir.

--

2008.0323

tuning wrapper.sh

500 jobs:

1m40sec w/ wrapper1 (no sync)

1m10sec w/ echos removed

next: - no info file

move jobdir to /tmp/jobdir

--

2008.0405

Doc bug to file: need to elaborate on rules for defining atomic procedures. (Regarding stdout/err especially; also about how args are formed, sent, quoted.

(Need to start a language reference manual/ language spec doc?)

Describe how the data flow works for both localhost and grid execution, with respect to file name interpretation, temp dir usage, cwd, and file copies.

Rel vs absolute filenames vs gridftp uris.  What other uris are allowed? http?

How it works with new wrapper.  How it works when wrapper itself creates a dir in /tmp?

Language bug to file:

· ability to return null (no-value-returned) as a value. (See email thread just before Apr 1)

· ability to return a scalar from an atomic.  When atomic returns, can set the value to a scalar.  How to return the scalar all the way from the app?  Useful even if we can force  return just after the app.  How to return a file or files in a lightweight manner, in the job stream from the app?  Can this be implemented in the falkon API?

· How to keep small file structures in Swift RAM as if it’s a filesystem?  Can Swift create a small ramdisk for such?  Or something even lighterweight at the swift level?
--

2008.0412

wrapper needs wmoami set.

Be consistent in naming of log and info (fields are not consistent in some names, need to report which(

Get wrapper into svn as an alt wrapper

Ability to set wrapper by site?

Ability to set default wrapper for a run

How sched will pick between multiple falkons?

--

document bash usage on bgp CN:

PATH and LD_L_P 

External path and internal path for the /fuse FS

--

2009.0116

check-tc-data script would be nice: format tc.data to show what its really saying. Make tc.data less noisy and handle whitespace sanely.

--

2009.0126

Document the rendering of an array into an app cmd line:

It goes as a single param, with [] brackets and “, “ between members.

(if its sent as aname[*] on the app cmd line template)

How is a struct rendered?

--

For the simple_file_mapper, would be nice if the short form would take an expression:

OOPSpdt pdt <single_file_mapper;file=@strcat("output/out.",j,".pdt")>;                        

Should be able to say:

OOPSpdt pdt <@strcat("output/out.",j,".pdt">;

Also: would be nice to format this name using sprintf (eg to get say 5 digits for each file name for j.  Can do this with an ext mapper.  Maybe need an @sprintf() built-in.

Can we do built-ins as “exts” as well?

--

Should review the commands in bin/ and remove junk. Do we need VDL commands in there?

Did we ever do a gums-proxy-init command? Thought we did?

Why are there globusrun etc commands in there? Document their level of compatibility and their usage (for sanity testing I presume – cog-based versions of these commands…)

How to use checksites.k, jobchart.py, etc?

Are jobchart.py’s log parsing functions helpful in debugging? (In general, are the log plotting systems functions helpful for that? Can they be modularized for debugging as well as plotting?)

--

2009.0129

Explore swift extensibility, also:

· mapper that can fill a struct with both values and file mappings

· easy way to introduce arb functions

· easy way to do multiple retuns from s func with readata

· map(){} as well as app(){} functions so that a mapper can be encapsulated with a type (default mapper for a type? Specify a mapper on the type decl?

Clarify: mapping sets an attr of the object, not the var

When mapping recursively, the mapper must invoke the sub-mapper; sift itself has no way to do this.

Option needed to set the timing of progress reports (in secs between reports)

More regular line?

Whats happing on stdin?  Debugger?

--

tip for testing jobmanager on ranger:

globus-job-run gatekeeper.ranger.tacc.teragrid.org:2119/jobmanager-sge -x '&(jobtype=single)(queue=normal)(maxWallTime=30)(project=TG-CCR080022N)'  /usr/bin/id
--

coaster scalability:

com$ grep 256 `find -name *.java`

./src/org/globus/cog/abstraction/coaster/service/job/manager/WorkerManager.java:    public static final int MAX_WORKERS = 256;

com$ grep 32 `find -name *.java`

./src/org/globus/cog/abstraction/coaster/service/job/manager/WorkerManager.java:    public static final int MAX_STARTING_WORKERS = 32;

See email from Mihael 1/29: Re: doc on coasters
--

2009.0204

Lang to do items:

Clarify how externs are/can be used; how the orginal use case would work (from mike, from SEE, for batching and pipelined delivery of results).

Also how the case of putting a db handle in a mapper string?

--

Look at making it easier to get/set mappings; reduce the irregularity of mappingsonly running from <>.  Ie: what about struct fields?

Expr in simple_mapper (see saved email from Feb3/4)

--

Numeric types?

--

Easy to add external functions?  Can do today?

Multiple value returns via read-data?

How much of this ot insert via pre-processor?

--

Why did we use [] instead of {} for array initializers? Is this still fixable, or too late? Or a good reason?

Cant use “.” in app names, even though its valid in unix.

--

Cant say:

file f <"t.out"> = t(a);

Need to say:

file f <"t.out">; f = t(a);

--

When I do:

(bug here on putting stdout=f vs stdout=@f

--

2009.0205

Insert note into ug regarding conventions for “.” In readdata and ext mapper

Case conventions in readdata name, in ug: write or wrong?  Use bumpytext uniformly, (eg toInt) or not (readdata).

--

2009.0206

Explore the idea of running workflows from a worker node instead of a submit host.  How to support users that want to run many workflows? Can we create some simple scripts around screen to do this?

Run a wf: starts a new screen? Possible on a worker node?

Show status of workflows: polls the screens?

Or: can we integrate this with a batch workflow runner that solves both the status tracking, log capture, web-submission engine issues?

--

How to start making sites.xml more general:

· queue?

· Time?

· Workdir?

--

Next:

· test coasters on abe/qb/a few others?

· How many OSG sites can we get on?

· Further clean and generalize the code; add next stages

· Cleaner mapping, less args?

· Bgp

· Run from web

· Logs and user docs

· How to version the .swift/app/tc entry

· how to capture the path as part of provenance?

Name::ns::Appname

Name__ns__version

· Library inclusion of functions

· Apps

· Intermeds

· Built-ins

Tc.data stubs? PATH for it?

--

Next on oops work: why did bens patch run once, and then fail? Did my “if” statement break it? Fix this, then test on merc, ranger, and others.

--

2009.0207

TO DO on swiftrun:

- separate user-specific dir from site entries, but permit $DATA/relative?

- permit spec of profiles

- clean up how params are done

- paths for tc.data (concat several)

- gen sites and tc.data for bgp

- include src libs

- include builtin-lib-path and mapper-lib-path

- gen tc.data entries for items in builtin-lib-path

--

doc tip: show fetch and store of data w/ gsiftp://, http, scp, etc.

doc tip: show difference between passing files as strings (filenames) vs file objects (which will be location independent)

--

2009.0214

Generalize the way we insert params into param files

Unify execution and jobmanager keys – can we reduce to one type, with backwards compat?

Can we fix the whitespace parding issues and clean up the “ignored” fields in tc.data?  (or: in swiftrun, accept a new format and do the merges, etc.)

--

2009.0215

clarify how cmd line in app is built:

· must end in a ;

· init word is lookup into tc.data

· how does quoting get done? 

· What quoting is done to form ordinary swift strings? (to lang guide)

· Can you eg send a simple shell script on the cmd line to /bin/bash –c?

--

define range semantics 0:99 in the ug.

--

Error issues:

Has simple_mapper; filename=  -> gave meaning less error message?

Ran to uc32 with a bad default projerct there:

1) seems like deaful overrides what you specify in profile?

2) The error “invalid project” was hidden in globus log and never made it back.

--

Want ability tp specify over-riding swift.properties easy.

--

Ability to select which of several work dirs will be used: tmp, scratch, etc. $DATA, $APP, etc?

--

Easy to specify “save stuff” for debugging in one option (eg –g)

--

Implement concept of a run dir.  Do this for save, or better, do this for each run.  Encapsulate this into a script that runs nicely on the submit host and can be calle from a web submission interface; handles email of output, with URLs, etc.  Gets proxy?  (via myproxy...) 

--

generify sites entries and permit the following to be placed on each where applicable:

time (global, site specific, site specific scale factor of gobal)

queue

project

cputype (no, hardwire that?)

scratch dir (and scratch fs type where there is a choice)

explicit sites set (eg, use this, verbatim, when not fully qualified or when it’s a local file (or when it ends in .xml)

--

document that the iterate var starts at 0;

would be nice to have a @sizeof() statement to get size of array;

Or, to concat two arrays to form a new array (eg: merge config params from default list plus a user-supplied file).

--

2009.0220

testing if round done

would be nice if:

· app function could return a bool or int

· bool: 0/1 retcode (0 true, else false)

· int: take rc value, something like a stdout decl

· mult: take a result file (else this takes 2 functions, one has to do a readdata (can we hide this in a pre-proc syntax?)

do we need some kind of null mapping as a valid setting, so that a struct of files going in could have one or more of its entries null, and the same for outputs?

App decls: the : at end should be eliminated; instead, whats between {} should be passed to the shell, all the way to the remote end, verbatim, minus unquoted while space, and quote rules for whats in “” and ‘’ and \ should match those of the shell.  This should be simple and “airtight” so that we don’t need to reinven either quoting rules or a quoting implementation.  I suspec we could hack something here by making sh the tr name.

Can readdata return a Boolean (for iterate – condition testing?)

Tc.data:


./foo.sh should work for localhost; what for remote hosts?


$OOPS/bin should be usable in tc.data decl for all sites, and for specific sites, to reduce the amount you need to specify there. Some of this can be done by submit-host preprocessing, but would be better if it was more dynamic (eg coud locate $APP/something at each site) or $OOPS at each site (and get an env from a per-app-domain wrapper setup script that runs at the site prior to each job).

--

2009.0224

Why cant assign a file to a file? Says “no deep structure assignment”.

For pre-mapped arrays: how can this work with ext mapper? How is 4-digit chosen? Will it expand to 5?  (yes)  Mention in docs how this works for 2D arrays.  (000n.000n)

--

2009.0225

Once an array is closed by returning it from a function, can it still be modified? (Test)

Can copy an array. Can copy a struct? What does the “no deep copying” message mean and why does it come up for files?

--

No concept of global vars? Ie, the “free” vars look just as if they are inside a func main().  I think.  Verify.  Globals might be handy????

--

why cant you dynamically run a mapping, just like an expression?

That way you could always use a bunch of simple_mappers to map the elements of any struct.

--

ug: clarify the rules for what a ext mapper should return

make the syntax for ext mapper much nicer:

· pass only pos params (simpler, no parsing in ext mapper)

· let ext be the default if name is not found in builtins (ie look it up in mapper path)

· form the cmd line as if for an app invocation?

--

in app, is cmd name on cmd line redundant and misleading?  Should we not take func name and use that as key to look up cmd name in tc.data table?  One less level of indirection and naming?

--

swift cmd namd cant have . in it

need to change adem for this

--

How can a built-in mapper map an arbitrary number of things for output? Can an ext mapper do this as well? Is the ext mapper given the subscript of the elements that the system wants mapped at any given time?

--

I seem to be stuck with mappers:

· cant assign files

· cant set mapping on an individual file object

· lack of clarify on what an object vs a var vs a fhandle is, and how they are assigned and passed

· cant reset mappings; cant set mapping svia a simple string assign; cant init and set mapping at th same time (maybe that’s not an issue)

· cant set mapping for a subset of an array

· cant use mapper on an output array that you don’t know the size of

--

2009.0226

Type check error not getting line #?  True for all, or just this one cause it was in an arg list?  (it was an inpu param with an unknown (mis-spelled)type:

Could not start execution.

        Type oopsIn is not defined.

--

2009.0227

--

. vs _ in simple_mapper names:

so maybe use all dots for field separators (ie no "_") - it would make generated paths easier to parse.

On 2/26/09 6:42 PM, Ben Clifford wrote:

> AbstractMapper has this rather case:

> 

>  if (level < tokenCount - 2) {

>                                 logger.debug("Adding mapper-specified separator"

> );

>                                 

> sb.append(getElementMapper().getSeparator(level)

> );

>                         }

>                         else {

>                                 logger.debug("Adding '.' instead of 

> mapper-specified separator");

>                                 sb.append('.');

>                         }

> 

> 

> that implements the behaviour Mihael describes.

> 

> Don't let the name fool you - simple_mapper is not the simplest thing in 

> the world...

Most of the mapper names fool me, as do the mappers.

(Actually, thats not true, they work pretty well ;)

--

note issue: would be nice to have a “call on demand output ext mapper that gets the path to map and can also be passed some local vars.

--

Type check error on input params: could be given a line #?

--

2009.0228

Interesting issue: how to say that I want to run app X only on sites x y z but app Y only on site w? (for a particular 

--

For app cmd line:

· do we need (?what?)

--

2009.0308

How to implement a general sprintf?

1) true varargs

2) a builtin varargs that can cast a list as an object

3) within current constraints: itos(), ftos(), btos(), within a list, as second args.

--

Project Idea:

· monitor an app over time, taking snapshots of its memory and cput activity over time, and sending back data snapshots periodically for a long running job. Including looking at output file activity, local/temp dir contents and stat info, etc.

· ability to stop/start a job for debugging, and probe it, all over coaster/falkon interface, over long time perionds, from the submit host, with ease (ie no login, no auth, etc).

--

Should have way to say “send both stdout and stderr to same file”.

Out= or bothout= stdouterr= ?

--

How to handle the case of an app with optional file inputs?

Eg, runoops: homology file is optional.  Ideally want an @optfilename() that doesn’t give an error if the corresponding input file is not mapped.

Similarly, how do we handle optional outputs?  Consider if OOOPSIn was set by another program, and it could decide if or if not to produce a homology file, and not having one is not an error.  (Perhaps, an empty file / null file convention?

@reqfilename() – required (the default)

@optfilename() – optional; is considered “produced” from a data flow perspective even if it doesn’t exist, just by virtual of the fact that the program that “produced” it finished normally.

--

Inability to reference “global” vars from within a proc is a tad awkward, eg, when you want to read all the argv values in one place, in “main()”, but have the values used throughout various sub-procs.

--

procs vs functions:

@func() notation makes sense in cmd line expansion.

--

TG: how to find users $SCRATCH and $HOME to insert in sites.xml?

Can do with an ssh-based script or a gatekeeper-based script.

Should the protocol at a site be to see if the user has a $HOME/.swiftrc file there?  Or to find SCRATCH etc from the users environment? By doing a command to get it?  Slow, another round-trip, but OK, do it ONECE per site per workflow, and assume it doesn’t change.

--

2008.0310

Show how to deal with info on a seg fault etc.

Should do something to indicate that the app failed!

(eg how to get core file?  -g?)

--

Investigate why missing tc.data entry (eg for cp) gave a cryptic message, not what I’d expect

--

test the 1M echo loop

--

need to figure out ways to deal with optional inputs and occasionally missing outputs.

Simplest way is to let wrapper make sure outputs – at least empty files – are always there.

For inputs – eg optional secstr handling, etc and homology handling – null files as well, from the mapper?

Secstr example: if not set, suplly aaaa’s else supply the initial one.

--

Document how to best handle the /fuse/bin/bash issues for the CNs?  Shell scripts need to be different? We should fix this!

--

Another issue in runoops: sh –c  => changed to eval.

--

2009.0310

In oops8, this code fragillustrates how vars in a foreach can be reused for each ietartion/member of the foreach. These vars have the same name in each iteration, but are a new, separate var and have a different mapping:

foreach p, pn in protein {

  int maxrounds=@toint(@arg("maxrounds","3"));

  OOPSIn oopsin <ext; exec="OOPSIn.map.sh", i="input", p=p>;

  OOPSOut result[][] <simple_mapper; prefix=@strcat("output/",p,"/")>;

  SecSeq secseq[] <simple_mapper; prefix=@strcat("secseq/",p,"/",p,"."),suffix=".secseq">;

  roundViz[] <simple_mapper; prefix=@strcat("viz/",p,"/",p,".",),suffix=".png">;

  boolean converged[];

--

Diagnose the weird error message we keep getting when eg a bash file is not set executable (#!/bin/bash vs fuse/bin/bash, or similar.)

--

TO DO NEXT:

· complete render_round.sh

· make secstr optional

· handle homologs

· proper secsec handling

--

2009.0312

There’s really no clear indication of what jobs finished and what jobs failed in the log. Would be good to have some options to summarize this. Eg, in run in progress, I see 2 filed, which I assume are my viz jobs, but I really don’t get any clear indication of this. Should not have to look in the debug log to find what happened.

OK, I now see the error summaries at the end of the output. Those messages should also come out during the run, and get summarized at the end.  For long runs, the errors at the end are uninformative, and may be missed ifthe users hits ^C.

--

render_round is hanging:

18042 pts/9    00:00:00 run_swift_ssh.s

18056 pts/9    00:00:00 swift

18065 pts/9    00:00:15 java

18292 pts/9    00:00:00 bash

18371 pts/9    00:00:00 render_round.sh

18386 pts/9    00:00:00 cat

18389 pts/9    00:00:00 sed

18390 pts/9    00:00:00 sort

18392 pts/9    00:00:00 uniq

18394 pts/9    00:00:00 render_secseq.p

18526 pts/9    00:00:00 bash

18608 pts/9    00:00:00 render_round.sh

18619 pts/9    00:00:00 cat

18623 pts/9    00:00:00 sed

18626 pts/9    00:00:00 sort

18628 pts/9    00:00:00 uniq

18629 pts/9    00:00:00 render_secseq.p

18902 pts/9    00:00:00 ps

sur$ cat /home/wilde/swiftwork/oops8-20090312-2310-hhxmgs3b/info/8/render_round-81d6iu7j-info

Progress  2009-03-12 23:12:01.491217000-0500  LOG_START

--

Note that running render-round requires a huge number of symlinks. Is this practical?  Just like we are passing just outout[0] to the cmd line (which works well) can we short0-circuit the linking of so many files?

--

Look into how to add  dir string along with file names from the RAMAIn mapper, and then pass thedir, or have a @dirname() construct on the command line???

--

2009.0313:

To do:

· reorg OOPS svn dirs; include swift in release.  Include falkon tools in releases.

· next: text local on bgp;  clean up tc.data’s and test scripts for local vs bgp; rama vs plain, etc.

--

2009.0315

Rama is test case in needing to return null or empty files.

--

Changes for BGP:  | to ^ in wrapper.sh and vdl-int.k; s/ /_/ in params (can check this one in).

--

TO DO:

Test scaling with modest length jobs

Check what the real IO is

Determine how we want to cache common input files (eg leave-on bgp?)

Bypass them for now?

Cost of loading the code?  How much data moves?  How best to trap and represent?

--

Check on run time of full-length jobs!!! 500 mins????

Find where Falkon logs are and see if /dev/shm got used correctly!

--

2009.0317

For long multi-hour jobs, users need confirmation that they started ok, and a period low-cost heartbeat that they are proceeding.  Can do this with shell conventions on how you write your wrappers.

--

todo:

save cfgs as out

add homology ins

add AAA initialization

refine filenames

add output filtering

bgp cmds:

· find falkon logs

· .falkon file w/ users runs and falkonps

add hostname log to wrapper start

add heartbeat to wrapper log: periodic times and ls –l of files

create a series of simple tests for people to run after svn co:

· local job

· local swift script

· remote g-j-r jobs and data xfers

· small fast full workflow test

find why swift seems to start slow on both bgps

add setting in input/ dir or link

--

See log surveyor: oopst-20090317-1753-726r95gb.log
Lots of errors that didn’t make it to stdout.

A problem with cp failing, and the main problem of producing the same file twice, is not at all clear from stdout very hard to track down in the logs.

--

Look in the logs for lots of java exceptions on some sort of “9.0” number conversion.

--

2009.0318

ticker.disable should be: ticker.timeval and 0 disables.

--

Next:

· test on ranger, scaling up from 10 etc

· find out why on bgp theres a stall at 258, and why the big slowdown from 100 to 500.  Are we really hitting an IO wall?  Are we violating the GPFS locking constrains somewhere?  (output to same directory, perhaps????)

· how to code the config files to insert $USER/$HOME easier, eg tc.data, sites.xml

--

Notes from making Yues stuff run:

· he needs even the most basic stuff on how to use ssh, how to get keys in place, etc.  

· urgently needs tools to manage hosts files

· need to figure out reasonable throttle settings

· needs sites management!!!

· Needs g* things: simple vars for each site, etc.  would make grid MUCH more accessible.

HOW to prevent more than 40 jobs from getting submitted per site, till we are ready for that w/ condorg/gridmon.

What settings for errors in swift.properties?

How to get core files back?

How to correctly set coasters per node?

--

2009.0322

How to efficiently pass a large dir, produced earlier in a workflow, to a local summary app to analyze, without doing any data movement or copying, but also without loosing any provenance? (ie not by passing a string of the pathname?)

Extension to this: how to program a distributed summarizer that grabs whavere sets of the dataset have been produced on distributed sites, but just running the transform at places where the data is?

Foreachsite(dataset x) { process all parts of x at that site }

Further, how to break this into a tree of trees that can scale up to arb sitzed datasets?  That’s a point f comparison with map-reduce.

--

Am using trick of double-mapping – mapping the same dir to two different vars; one is a sruct, used in element-by-element calls to runrama; that works OK. The other is a simple array, to extract just the pdt’s from the same directory. That’s used to reduce the command line len to wrapper.sh, so INF is shorter. This required being tricky to get swift to believe that both arrays are closed, when just the outpdt[] array is in fact passed to analyze_results.  This should be discussed and o in an users guide note if the technique is reasonable.

--

This message is cryptic, and I can never remember what it means:

Could not find task for jobID urn:0-1-1-15-1-5-1-0-1-1237750894565

Could not find task for jobID urn:0-1-1-15-1-5-5-0-1-1237750894567

Its usually a fatal error with a clear cause. ???? what was it?

--

Assignability of file vars (and structs) would be very helpful for implementing reduction trees of huge datasets by grabbing subsets of arrays and sending them to apps for reduction. Ie, program the reduction tree in swift.  Might need a len(array) primitive and a way to break up the array. Maybe this can be an atomic function (built-in?)

--

could use @env() similar to @arg()

--

2009.0323

Swift should allow normal if else if else if like C;

Should also allow dropping {} where they are not needed.

For now, just document the restrictions, as they are surprising.

--

clarify in users guide:

when a proc starts,

when it exits,

how a proc can exit before the procs that it called have exited, or even started.

In ref to this thread:

On Mon, 2009-03-23 at 11:05 -0500, Michael Wilde wrote:

> > On 3/23/09 2:26 AM, Ben Clifford wrote:

> > 

>> > > At the moment, I think the only thing that will wait for an array to be 

>> > > closed is an app procedure taking that array as a parameter. When thats a 

>> > > file array, you will then get the file handling that you don't want.

> > 

> > Ah, but following up on Mihael's latest point: if on the other hand its 

> > an array of externals, *then* a dummy app() like a localhost "sleep 0" 

> > might give the desired effect of "wait on all members of a *set* of 

> > externals".

I'm not sure why you need the extra app. You can pass it directly to

that step that computes the next set of parameters.

> > 

> > Then you might be able to say in some code:

> > 

> > if(wait(events)) {

> >    stuff;

> > }

> > 

> > where wait() returns true. Since an app() cant currently return true, it 

> > needs to be wrapper in a compound that converts a file from wait() into 

> > a true via readData(). Ive used that technique in oops. That could be 

> > streamlined.

> > 

> > Did we establish that a compound proc() will, or will not, wait for all 

> > of its args that are external() to be set before either starting, or 

> > exiting?

There is no difference, from the "who waits for what" perspective

between external and non-external data (or at least there shouldn't be).

The only thing that external data does is to tell an app not to do any

file staging.

So no.

--

2009.0324

coasterWorkerMaxwalltime">00:04:00</profile>

should be

coasterWorkerMaxwalltime">04:00:00</profile>

(We need to make sure that 4 hours still gets in the fast queue, as opposed to 3:59:59 eg.  I suspect 4:00:00 *will* work, and 4:00:01 will put you in the next queue, "short", if the wiki page is correct).

Sorry, the number above was probably my mistake.

For your 20 minute jobs, 4:00:00 will be helpful, and reduce queue wait time.

As a digression, I suspect there are subtleties to how best to move up in the queue. Eg if someone is submitting many 2 hour jobs, asking for 4 hours may not be the best, and if the coaster worker duration compared to your job time is not long enough, there will be some fragmentation.

--

re var closing, calling stacks, etc: good info for the lang ref:

On 3/24/09 8:15 AM, Ben Clifford wrote:

> On Tue, 24 Mar 2009, Michael Wilde wrote:

> 

>> Back to the main point: I need to dissect this example to better understand

>> how it lets me wait for all the apps to finish without putting an external var

>> on each one, and hence avoids the array of externals. This violates my (most

>> recent) understanding of procedure return, in that generate() would return to

>> the calls *before* all the ls() procs called from its foreach loop returns.

>> That seems to be the crux of the matter.

> 

> no, they return when everything in them has finished executing.

That actually makes more sense - it was my *initial* assumption. Some mis-interpretation of info from a prior email thread must have let me astray.

So no matter how many parallel procedure calls a procedure triggers, directly or indirectly, through multiple levels of calls, the procedure does not return until all the calls below it on the stack have returned.  is that correct?

Is it technically the same for the foreach(), and in fact for every other statment (eg, if() ) - that each statement essentially starts a "block" that may invoke parallel procs, and again, each statement waits for its child procs to complete before it completes?

> Thats how the unpleasant hack of putting foreach loops inside a procedure 

> to get closing to happen at the end of the foreach happens. Its the same 

> here - the external variable is closed when everything inside its 

> returning procedure is finished.

So is it true that the term "closing" applies to all vars, of all types, whether atomic or compound? Where "closed" is the same as "set" for atomic vars? And that the "setting" of external type vars is tied to the procedure that *returns* them?

--

Notes to record on array closing, var closing/setting, externs, proc return, etc:

...a digression for better understanding the language:

On 3/24/09 8:15 AM, Ben Clifford wrote:

> On Tue, 24 Mar 2009, Michael Wilde wrote:

> 

>> Back to the main point: I need to dissect this example to better understand

>> how it lets me wait for all the apps to finish without putting an external var

>> on each one, and hence avoids the array of externals. This violates my (most

>> recent) understanding of procedure return, in that generate() would return to

>> the calls *before* all the ls() procs called from its foreach loop returns.

>> That seems to be the crux of the matter.

> 

> no, they return when everything in them has finished executing.

That actually makes more sense - it was my *initial* assumption. Some mis-interpretation of info from a prior email thread must have let me astray.

So no matter how many parallel procedure calls a procedure triggers, directly or indirectly, through multiple levels of calls, the procedure does not return until all the calls below it on the stack have returned.  is that correct?

Is it technically the same for the foreach(), and in fact for every other statement (eg, if() ) - that each statement essentially starts a "block" that may invoke parallel procs, and again, each statement waits for its child statements and procs to complete before it completes?

> Thats how the unpleasant hack of putting foreach loops inside a procedure 

> to get closing to happen at the end of the foreach happens. Its the same 

> here - the external variable is closed when everything inside its 

> returning procedure is finished.

Is it further true that the term "closing" applies to all vars, of all types, whether atomic or compound? Where "closed" is the same as "set" for atomic vars? And that:

- the "setting" of external type vars is tied to the procedure that *returns* them?

- the "setting" of other atomic vars happens when they are assigned a value in an assignment statement.

- the setting of arrays is based on flow analysis (as per below, from a prior thread)

- the setting of structures is ??? (when all fields are set or when that structure goes out of scope?

- the setting of file vars means that the file has been created by an app. The var contains only a mapping (which is set before the file is created) and a state, set/unset, somewhat like externals. So externals are almost? exactly like file vars, but have no mapping?

"...there is static analysis of source code, and when no 

more assignments are left to make to an array, its regarded as closed.

However, in the case of multidimensional arrays, this only happens when 

the entire top level array has no more assignments at all, not as each 

subarray happens to become finished."

--

On Tue, 24 Mar 2009, Zhao Zhang wrote:

> > Say, Job A is broadcasting common data shared for all jobs. And Job B only

> > needs to know that Job A is done, so he could read the common data.

ok, so there is a data dependency.

You can externals (like Mike has been using on the swift-user list) to 

represent data dependencies like that.

app (external commonData) A() {

  ...

}

app B(external commonData) {

 ...

}

external d = A();

B(d);

d represents your shared data set - by declaring it as 'external' you say 

that Swift should do data dependency handling, but should not attempt to 

manage the data itself.

d is mapped to the data, but in your head, rather than in Swift.

--

see response to above:

On Tue, 24 Mar 2009, Michael Wilde wrote:

> > So no matter how many parallel procedure calls a procedure triggers, directly

> > or indirectly, through multiple levels of calls, the procedure does not return

> > until all the calls below it on the stack have returned.  is that correct?

yes.

> > Is it technically the same for the foreach(), and in fact for every other

> > statement (eg, if() ) - that each statement essentially starts a "block" that

> > may invoke parallel procs, and again, each statement waits for its child

> > statements and procs to complete before it completes?

at an implementation level, yes. though 'completes' doesn't have much 

effect in almost all circumstances - compound procedures are the only 

place (I think) where completion of all the statements then causes some 

other effect (the explicit closing of all returned values). everywhere 

else, I think you cannot notice that.

> > Is it further true that the term "closing" applies to all vars, of all types,

> > whether atomic or compound? 

yes. 

> > Where "closed" is the same as "set" for atomic

> > vars?

yes

> >  And that:

> > - the "setting" of external type vars is tied to the procedure that *returns*

> > them?

yes

> > - the "setting" of other atomic vars happens when they are assigned a value in

> > an assignment statement.

yes

> > - the setting of arrays is based on flow analysis (as per below, from a prior

> > thread)

arrays get closed in two places: when they are returned from a procedure 

call, and when static analysis has determined that all expressions that 

can assign to an array have been evaluated. As you discovered, this second 

only happens for the root of a multidimensional array, so is not 

sufficient...

> > - the setting of structures is ??? (when all fields are set or when that

> > structure goes out of scope?

Arrays need closing to indicate that all of their members are known. A 

structure has predefined members so closing doesn't come into play there.

> > - the setting of file vars means that the file has been created by an app. The

> > var contains only a mapping (which is set before the file is created) and a

> > state, set/unset, somewhat like externals. So externals are almost? exactly

> > like file vars, but have no mapping?

yes. The best analogy is that they are mapped but in your head rather than 

in SwiftScript.

--
--

add section to ug/lrm: whats NOT in swift:

o global vars

o sizeof (yet)

o newlines (yet)

o enums, constants

o hashes

--

2009.0331

On Tue, 31 Mar 2009, Allan Espinosa wrote:

> > can an extern mapper also

> > handle structs?

yes, but not like this:

> > out[].out<ext;exec="mapper-out.sh">;

> > out[].err <ext;exec="mapper-err.sh">;

Look at tests/language-behaviour/0755-ext-mapper.swift

Clarify in users guide that:

you map a var, in full, and only once. You cant apply a mapper to a sub-component of an object referenced by a var.

the mapper resturns in col 1 the value of an expression relatove to the var.

--

Debiugging tip to document:

Make sure SWIFT_HOME is not set and that CLASSPATH doesn’t have swift in it

Make sure the swift andcog versions in your output are what you expect.

--

TO DO: recode oops mappers as simple single awk or perl scripts.

Show examples of such in the user guide.

Fpr eg perl the mapper should be all in perl, via #! /usr/bin/env perl

int$ time ./OOPSOutAll.map.sh -d foo -p prot -r 1 -s 5000 -t 98 -u 42 >& x

real
1m46.290s

user
0m22.101s

sys
1m23.272s

int$ 

-- 2009.0402

add to user doc: setting memory options.  –Xm1024

http://java.sun.com/javase/6/docs/technotes/tools/windows/java.html
--

fix quickstart guide, saya a little more

doc CA cert setting in user guide.  Qs guide should just point there.

--

echo memory options when swift starts (echo ALL options when swift starts)

--

create way to shortcut tc.data almost entirely.

Expand simple mappers inline

Send data to shell commands; eg app procs that use sh, awk, perl for tiny things

Expr eval in awk – make it easy

Easy to make simple perl mappers – almost “inline”

--

2009.1016

Working on reworked oops examples.

--

Document for external mapper:

- how to code the left column for structs, simple vars, etc.

- doc that to return a filename field value, just return a string.

--

Users guide: clarify that @args have an = sign, swift params don’t.

Document some common examples of command line usage.

--

document that swiftwork in sites.xml must be a full pathname.

--

