Summary of Alliance Demos

10.1.99

(AG) denotes demos using the Access Grid; 

(Grid) denotes demos using a remote collaboration or floor collaboration but not necessarily the Access Grid;

(IDesk) denotes demos using the ImmersaDesk;

(LSD) denotes demos using the large-screen display.

demos using Access Grid or some kind of networking = 7

IDesk demos = 3 (one of those not sure about)

Large Screen Display demos = 8 (two not sure about)

1.

CAVERNUS on the Grid (AG, LSD)

The CAVE Research Network Users Society plans to hold a meeting using the Access Grid from SC99, ACCESS-DC and various other Grid nodes. This will involve many researchers and creators of high-end visualizations in the evolving Access Grid for the first time. (Need to guarantee that some will participate from Portland for this to work).

Contact: Tom Coffin, tcoffin@ncsa.uiuc.edu, 703--248-0105

Affiliation: NCSA

hardware: large screen display

software: Access Grid

networking: multicast enabled

*Demo must be in the morning; Will involve at least three nodes: SC99 floor, EVL, and ACCESS-DC

2.

The Tele-immersive Data Mining Environment (TIDE)  (Grid, IDesk)
TIDE is a CAVERNsoft-based collaborative immersive environment for querying and  visualizing data from massive and distributed data stores. In this demo, TIDE clients running on IDesks at various SC99 research booths (Alliance, Argonne, and the National Center for Data Mining) will collaboratively query and correlate data distributed among several Data Space Transfer Protocal servers.

Contact: Jason Leigh, spiff@uic.edu, 312-996-3002

Affiliation: EVL and National Center for Data Mining at UIC

Hardware: IDesk, at least 4 processors and 5 gigs of disk space

Software: IRIX 6.5.3 and up, CAVE library

3.

Direct Numerical Simulation of Turbulence with a PC/Linux Cluster: Fact or Fiction (LSD)
Direct Numerical Simulations are usually limited to supercomputers because they requires many CPU hours and gigabytes of memory. However, PC clusters are being evaluated as a viable low-cost option for scientific computing. This presentation compares the  performance of clusters (from 2 to 128 processors) to a range of existing supercomputers, concentrating on CPU and communication performance.

Contact: George Karniadakis, gk@cfm.brown.edu, 401- 863-1217; Mike Kirby, kirby@cfm.brown.edu, 401-863-3694

Affiliation: Brown University

Equipment: PC

Software: MS PowerPoint

*Not available Wednesday afternoon

4.

Native American Distance Education Community
The Native American Distance Education Community Website (http://www.ahpcc.unm.edu/Alliance/Community/) is gathering, cataloging, and distributing high performance computing programs, tools, and resources for utilization by Native American serving schools, colleges, and universities. The Albuquerque High Performance Computing Center is developing programs to reach Native American students in supercomputing and computational science, with emphasis on Internet technologies and other related distance learning technologies, in approximately 50 Native American serving schools.

Contact: Evans Craig, ecraig@ahpcc.unm.edu, 505-277-8249

Affiliation: UNM

Hardware: 2 workstations (can use whatever kind is available as long as it has a browser).

Software: Net browsers

*have let them no there is no guarantee they will have two workstations at their disposal

**prefer afternoon timeslot on Tuesday (when education people are still there)

5.

Minority Schools Program Website

The Center for Computational Science and Advanced Distributed Simulation (CCSDS) at the University of Houston-Downtown is developing a comprehensive web page of minority (Historically Black Colleges and Universities, Minority Institutions, Hispanic Serving Institutions, and Native American) Institutions and a listing of their funded programs to disseminate information about projects undertaken at minority institution to both the educational community and the global community. It is vital to the survival of minority schools to be able to learn about research and programs conducted at other minority institutions and to apply those programs to their own institutions.  Many minority  institutions do not have the resources in either personnel or financial terms to pioneer non-successful programs.

Contact: Rene Garcia, rgarcia@dt.uh.edu, 713-221-8247

Affiliation: University of Houston--Downtown

Hardware: PC with Internet connection

Software: Win95 or NT, Netscape

6.

Grid Integration: Stepping Stone to the Chemical Engineering Portal (LSD)

Demonstration shows the Alliance Chemical Engineering Workbench in action, using the Globus Grid technology to connect the workbench to diverse platforms such as the NT Supercluster, and the NCSA Origin Array.  The Alliance Chemical Engineering team will be showing a problem of contemporary interest from Richard Alkire's research program, which is the electrodeposition of copper to form advanced semiconductor devices, with a simulation of the bulk phase flow above the semiconductor being performed by the computational fluid mechanics code FIDAP running on the NT Supercluster through the Alliance Chemical Engineering Workbench using Globus grid technology.

Contacts:  Jay Alameda , jalameda@ncsa.uiuc.edu (217)-244-4696; ken bishop kbishop@ukans.edu (864)-785-2918

Affiliations: UIUC, NCSA, Argonne, UKansas, IUSTI

Hardware: Workstation (PC) and large-screen display--will NOT use Grid.

7.

Environmental Hydrology Using the Grid (AG, IDesk)
Alliance collaborators will demonstrate the use of the ACCESS Grid as applied to the simulation of the complex ecosystem of the Chesapeake Bay.  A grid-enabled approach to environmental modeling will be

demonstrated through the combined application of virtual reality, collaboration, networking and distributed simulation with the Globus toolkit. The SME java interfaces will be utilized to configure the ecosystem component models from the showfloor.  The coupled bio-physical model will then be executed remotely on the Origin2000 at NCSA.  The results will be visualized in near-real time on the show floor Alliance Immersadesk using a collaborative virtual environment (CVE), enabling remote participation in the CVE from the Old Dominion University CAVE.

Contacts: Alliance Environmental Hydrology Team, Glen Wheless, wheless@ccpo.odu.edu, 757-683-5511

Affiliations: ODU, UMaryland, NCSA, UWisconsin

Hardware: IDesk, Onyx2 Class graphics machine; 1 Unix workstation

Software: SGI IRIX operating environment (C, C++, Fortran), SGI Performer, Java JDK

*Available Monday night and Tuesday only

Q: Need to know how the team plans to link the IDesk to the Access Grid; have sent message to Glen

8.

Addressing the Flow of Data to Visualizations in Interactive 'Big Data' Applications (LSD)

Big data' applications are an important class of Grid application. Interactive `big data' applications allow on-line interactions:  a scientist can inspect progress, change values, or pose `what-if' scenarios. We propose to demo technologies developed at Georgia Tech under  the direction of Karsten Schwan for addressing the problems  of managing data flow to visualizations in interactive 'big data' applications.

We'll demo our technologies applied to two scientific applications: a hydrology application developed at NCSA, and  a global atmospheric transport model developed at Georgia Tech. Visualization will be done using a VisAD client, with hydrology-specific classes compliments of Bill Hibbard of U of Wisconsin, and an OpenGL client.  The hydrology application will read data from an HDF5 file.

Contacts:  

Beth Plale, beth@cc.gatech.edu, 404-894-1540; Karsten Schwan, schwan@cc.gatech.edu, 404-894-2589

Affiliations: Georgia Tech

Hardware: 1 workstation--an SGI will work; large screen display 

Software: OpenGL on the Ultra

Networking Requirements: we'd prefer to use the high-speed connection out of the conference center so we could run the atmospheric model from the Origin 2000 at Georgia Tech.

*Available Tuesday, Wednesday and Thursday

9.

PACS Services and Resources

The PACS presentation in the Alliance booth will showcase the services and resources provided by this team. Special SC web pages will be developed and handouts covering allocations and computing resources will be available. Specific info to be covered via special web pages include:

· PACS-sponsored Alliance Chautauqua 2000 – technology road shows featuring the next generation Access Grid in Ohio, Kansas, and Washington, DC

· PACS training data base and demo of prototype, new online MPI course

· Alliance technical newsletter data link – technical information for high-performance and high-throughput computing users

Contacts:

 John Towns, jtowns@ncsa.uiuc.edu, 244-3228; Frank Gilfeather, gilfeath@ahpcc.unm.edu, 505-277-8249

Affiliations: represents all PACS sites

Hardware: 2 workstations (NT)

Software: Web browsers

10.

Exploring Cosmological Parameter Spaces on Distributed Systems (AG/CG, IDesk??)

This project will illustrate the potential benefits of using  distributed computational grids to speed the execution of parametric  surveys in computational cosmology, and in so doing, analyze the performance of the National Computational Science Alliance's prototype computational grid. The cosmological applications will be executed on a distributed system using the client-server model.  The server will be executed on some nodes in the distributed system and the different simulations will be parceled among the remaining nodes using a high-throughput resource broker developed by the Globus group. Computations will be done at ANL, NCSA, NASA, and SDSC and visualized in booth.

Contacts:

Micheal Norman, NCSA 

norman@ncsa.uiuc.edu

217-244-6099

217-333-9239

Valerie Taylor

taylor@ece.nwu.edu

847-467-1168

Affiliations: NCSA, Northwestern U, MIT ANL

Hardware: Unix workstation to initiate simulations; still waiting to hear from Mike on whether visualizations will be done on the IDesk 

Software:

Would like to present between 2-4 p.m. on Wednesday to coincide with HPC games

11.

Portable Interface to Hardware Performance Counters

PAPI is a library that supports uniform access methods to hardware performance counters in a portable fashion.  These counter exist as a set of registers that count events, which are occurrences of specific

signals related to the processor's function.  Monitoring of these events facilitates correlation between the structure of source/object code and the efficiency of the mapping of that code to the underlying

architecture.  Until now, access to hardware performance counters on most HPC platforms has been either non-existent or unstable.  PAPI specifies a standard applications programmer interface for accessing

hardware performance counters, as well as a common set of performance metrics.

Contacts:

Jack Dongarra, University of Tennessee (PI)

Affiliation: U of Tennessee

Primary Contact: Phil Mucci, mucci@cs.utk.edu, 423-974-3547

Secondary Contact: Shirley Browne, browne@cs.utk.edu, 423-974-347

Hardware: Workstation (either PC running Linux or SGI running Unix)

12.

Automatically Tuned Linear Algebra Software (ATLAS)

ATLAS (Automatically Tuned Linear Algebra Software) is a system for automatic generation and optimization of numerical software for processes with deep memory hierarchies and pipelined functional units. ATLAS uses timings coupled with automatic code generation to adapt linear algebra computations to run optimally on varying architectures.  In particular, ATLAS tunes for various levels of cache, floating point register and unit usage, and optimal use of threading. This demo will illustrate the use of ATLAS for obtaining optimal numerical performance on clusters of workstations.

See http://www.netlib.org/atlas/ for more information about ATLAS.

Contacts: Jack Dongarra, dongarra@cs.utk.edu, 423-974-8295; 

Clint Whaley, rwhaley@cs.utk.edu, 423-974-8295

Affiliation: U of Tennessee

Hardware: Either PC running Linux or PC running NT

13.

Repository in a Box
Repository in a Box (RIB) is a toolkit for setting up and maintaining repository of software and tools, in particular software and tools for high performance computing.  RIB has become widely used by NASA, NSF, and DoD high performance computing centers for sharing and reusing high performance software, including use by the Alliance enabling  technologies parallel and distributed computing teams. This demo will illustrate how RIB is being used to provide information to Alliance and Globus users about Alliance high-performance software that is being deployed on Alliance platforms.

Contacts: Jack Dongarra, dongarra@cs.utk.edu, 423-974-8295; 

Terry Moore, tmoore@cs.utk.edu, 423-974-5886

Affiliation: U of Tennessee

Hardware: *Can bring demo loaded on laptop, but would like to have a projection system. Have sent a message asking if they can use our large-screen display powered by a PC.

14.

VisBench  (LSD?)

We visualize time-dependent three-dimensional flow and heat transfer around a 

complex louvered fin geometry. The computation was performed on the NCSA 

Origin 2000. The visualization is performed using the (prototype) NCSA 

VisBench coupled with Globus and Condor providing access to the Computational 

Grid. A visualization server runs on a high-end platform; a Java client on any 

JVM. When a researcher requests an animation/movie, Globus is used to schedule 

its computation on a Condor flock and the result is returned to the VisBench 

client.

Contact: Danesh Tafti, dtafti@ncsa.uiuc.edu; 244-7385

Affiliation: NCSA

Hardware: Have asked danesh to clarify Hardware and software needs--says he will not use the AG

15.

Globally Distributed Computational Phylogeny (Grid, LSD)

The rapid accumulation of DNA sequence data has allowed statistical methods to be applied to a variety of biological questions. However, data have accumulated more rapidly than computing power. Researchers must often exclude relevant data to make analysis practicable, even though these exclusion may limit the scope and accuracy of the results. Massive parallel architectures now make the analysis of such large data sets practical. Demonstrating computationally intensive analyses using a globally distributed  collection of computational nodes paves the way for scientists connected by  advanced networks to access remote servers in the worldwide computational grid, contribute key data sets, and collaborate with distant researchers. Our  initial focus is on molecular biology, in Indiana, Singapore, and Australia.

Contact: David Hart, Indiana University, 812-855-2632, dhart@indiana.edu


Don Berry, Indiana University, 812-855-5519, dkberry@indiana.edu

Affiliations: Indiana U, National University of Singapore, Advanced Computational Systems CRC,    Australia

Hardware: Workstation(Unix); Large screen display (powered by Onyx or PC)

Software: Globus and MPICH-G [We will supply fastDNAml modified to work with Globus].

16.

Chem Viz (AG, LSD?) 

Demonstration of the use of Chem Viz for High School education.  The tools, resources, and curriculum that have been developed for high school classes will be demoed.

Contacts: Lisa Bievenue, NCSA, 217-244-1993, bievenue@ncsa.uiuc.edu

Affiliation: NCSA

Hardware: Workstation running NT

Software: Web Browser

*Prefer ACCESS Grid node connection from Beckman on Monday evening while teachers are still at the conference;

Have asked for clarification on whether this demo uses the Access Grid and whether they plan to use the LSD 

17.

EdGrid (AG, LSD)

This demo will talk about a new initiative funded by the Department of Education to introduce computational modeling and visualization into the pre-service curriculum for future teachers.

Contacts:  Lisa Bievenue, 217-244-1993 bievenue@ncsa.uiuc.edu; 

Scott Lathrop, 217-244-1099, scott@ncsa.uiuc.edu

Affiliation: NCSA

Hardware: Any web-capable workstation, large screen display

Software: Powerpoint

Possible Demos 

(things we've heard about but haven't received applications for)

18

Cactus on the NT Cluster

(Rob Pennington with Seidel's group). 

They are working out the details of this. Since Cactus is a cosmology code, I would guess they will use the IDesk to show cosmic stuff.

19.

Clusters on the Grid

(Rob P. and David Bader of UNM)

They are still working on the details of this one. They might run the demo from UNM and network over to us for visualization on either the LSD or the IDesk

20.

PACS Portal Demo

21.
Ed Seidel--Besides the Cactus/NT cluster demo, Ed will probably do another internationally networked cosmology demo. (IDESK)

