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Abstract

This document provides requirements and guidance to firewall administrators at sites that are deploying the Globus Toolkit (version 2 or 3) clients and/or services. It describes the network traffic generated by using the Globus Toolkit, both in terms of what ports are used by what clients and services and the nature of the traffic in terms of authentication of connections and message protection of the data.

1 Introduction

The Globus Toolkit® [3]

 REF _Ref43260773 \r \h 
[7] is a collection of clients and services to enable Grid Computing [1]. The toolkit includes components that enable users to securely initiate and manage compute jobs, move data onto and off of resources, and query resources to determine their availability and suitability for their use. Each of these components has it’s own network traffic characteristics that must be considered when deploying the toolkit at a site with a firewall.

Two versions of the Globus Toolkit are discussed, version 2 (GT2) and version 3 (GT3). GT2 services are modeled after typical Unix services and are started by inetd. GT3 is based on the emerging Open Grid Services Architecture (OGSA) [4] and uses Java hosting environments for many of it's services. While these two versions share some network characteristics and firewall requirements, they do have differences that are explained in this document.

This document summarizes the toolkit’s traffic requirements and also describes the nature of the traffic. A brief description of the toolkit’s security mechanism is also given to explain how the network connections are secured. This document defines some specific ports that must be allowed by server sites in order to allow clients to access specific services. It also describes a site-definable ephemeral port range that must be open at both client sites, to allow callbacks from Grid services to clients, and at server sites in order to allow connection to transient Grid Services.

This document divides sites into two categories: client sites, which have users that are acting as clients to Grid services, and server sites, which are running Grid services. Server sites also often act as client sites either because they also have users on site or jobs submitted by users to the site act as clients to other sites by retrieving data from other sites or spawning sub-jobs.

Section 2 defines terminology used in this document. Section 3 gives a description of the Globus Toolkit services and the network traffic they generate. Section 4 describes how the Globus Toolkit's use of the ephemeral port range can be controlled. Sections 5 and 6 gives firewall requirements for client and server sites respectively. Section 7 discusses our work to improve the Globus Toolkit's interoperability with firewalls and Section 8 contains references.

The latest version of this document can be found at [5]. 

2 Terminology

The following terms are used in this document:

Ephemeral Port: A non-deterministic port assigned by the system in the untrusted port range (>1024).

Controllable Ephemeral Port: An ephemeral port selected by the Globus Toolkit libraries that is constrained to a given port range as described in Section 3.6.

Grid Service Ports: Static ports for well-known Grid services described in Section 4.

GSI-Protected Connection: A network connection authenticated with the Globus Toolkit’s Grid Security Infrastructure as described in Section 3.1. These connections are integrity protected and will also be encrypted if so requested by the controlling application.

GT2: Globus Toolkit version 2.x

GT3: Globus Toolkit version 3.x

IANA: The Internet Assigned Numbers Authority [9].

Well-known Port: A port number registered with IANA [9].

3 Description of Globus Toolkit Traffic

This section gives a description of the Globus Toolkit services and the network traffic generated by their use. The Globus Toolkit’s Grid Security Infrastructure (GSI) is briefly described, which is used to secure the network traffic to and from Globus Toolkit services. The traffic for the Globus Toolkit services of Job Management (GRAM), Data Movement (GridFTP) and Monitoring and Discovery (MDS) are briefly described. GSI-enabled OpenSSH and MyProxy, which are often used in conjunction with the Globus Toolkit, are also described.  A table summarizing network traffic for GT2 and GT3 concludes the section.

3.1 Globus Authentication and Message Protection (GSI)

The Globus Toolkit uses the Grid Security Infrastructure (GSI) to provide authentication and message protection for it’s traffic. The features of GSI are described here briefly. Readers interested in more information on GSI should consult the descriptions of GSI in [14], [12] and [16].

GSI uses the SSL protocol [1] along with X.509 credentials [8] issued to all users and resources to implement the Globus Toolkit’s security services and to protect Globus Toolkit network traffic. Specifically GSI provides the following to GSI-Protected connections:

· Secure Mutual Authentication: Using the X.509 credentials and the SSL protocol, clients and servers authenticate to each other. This authentication involves a challenge-response protocol and no secrets (e.g. passwords, private keys) pass over the network. Normal SSL mechanisms are in place to prevent replay attacks. This authentication allows for authorization checks to be made by both parties.

· Integrity Protection: GSI-protected connections are always integrity protected to prevent tampering with data in-flight and hijacking of the connection by malicious parties.

· Encryption: GSI-protected connections are encrypted to provide privacy, if so requested by the application initiating the connection.

· Secure Delegation: Users may delegate short-lived credentials, called Proxy Certificates [15], to remote processes. This allows these processes to securely act on the user’s behalf for the lifetime of the credentials (normally measured in hours). Proxy Certificates are similar in form and functions to Kerberos 5 Tickets [10].
The services described in the following subsections use GSI to protect their network connections as indicated.

3.2 Job Initiation and Management (GRAM)

The GRAM (Grid Resource Acquisition and Management) protocol is different in GT2 and GT3 and these are discussed separately here.

All the connections associated with GRAM are authenticated and integrity-protected with GSI as described in Section 3.1.

3.2.1 GT2 GRAM Protocol

The GT2 GRAM protocol has two components: 

1. Clients first connect to the Globus Gatekeeper to initiate a Job Manager (JM) and user job

2. Communications then take place from the client and the JM to manage the job, stage data and/or executables, and return job output to the client. These connections are initiated in both directions.

This results in three traffic components that should be allowed by firewall policy:

1. A connection from a controllable ephemeral port on the client to the well-known static port of 2119/tcp to initiate a Job Manager (JM).

2. The JM listens on a controllable ephemeral port for management requests from the client (which come from ephemeral ports).

3. The JM may connect back from a controllable ephemeral port to a controllable ephemeral port on the client to response to management request, return job output, or stage input data or executables as requested by the client.
3.2.2 GT3 GRAM Protocol

While the GT3 GRAM protocol is more complex in terms of transactions than its GT2 counterpart, its usage of ports is simpler. As described in [16], all traffic to initiate and control jobs goes through a master hosting environment (MHE) which listens, by default, on port 8080/tcp from ephemeral ports on a client.

Notifications of events on the job can be made from the GRAM service back to the client. These will come from ephemeral ports on the server host back to controlled ephemeral ports on the client.

As in GT2 GRAM file staging will result in connection out from the server to controllable ephemeral ports on the client (or other host specified by the client for file staging).

3.3 Data Movement (GridFTP)

The GridFTP protocol, like the standard FTP protocol, has two connections: a control channel, over which commands and responses flow, and a data channel, over which data (e.g. files) are transfers. This results in two traffic components that should be allowed by firewall policy.

GT3 and GT2 have identical GridFTP servers and firewall requirements.

The control connection is established from a controllable ephemeral port on the client to the well-known static port of 2811/tcp on the server.

Establishment of the data connection depends on whether there is single data channel or multiple, parallel connections (a feature offered by GridFTP for high performance).

In the case of a single data channel, the connection is established from a controllable ephemeral  port on the client to a controllable ephemeral port on the server. In the case of third-party transfers (a client controlling a file transfer between two servers), this connection may be from a server to another server. 

In the case of multiple parallel data channels, the direction of the connection establishment is dependant on the direction of data flow – the connection will be in the same direction the data flow. 

For example if a file is being sent with parallel data channels from the client to the server (an FTP PUT operation) then multiple connections will be established from controllable ephemeral ports on the client to a single controllable ephemeral port on the server. If the client were retrieving the file (an FTP GET operation) with parallel data channels then multiple connections will be established from controllable ephemeral ports on the server to a single controllable ephemeral port on the client.

Both the control connection and the data connection(s) of GridFTP are authenticated with GSI as described in Section 3.1. The control channel is integrity protected. The data channel is optionally integrity protected and encrypted if requested by the client.

3.4 Monitoring and Discovery Service (MDS)

MDS serves as a means for users to discover what machines are available and to query the machines to determine their attributes so they can ascertain if they are appropriate to their needs. When architecturally similar in GT2 and GT3, the traffic characteristics differ between the two versions and are described separately here.

3.4.1 GT2 MDS

The GT2 MDS architecture has two main components: Grid Resource Information Servers (GRISs) and Grid Information Index Servers (GIISs). GRISs run on resources and respond directly to any queries. GRISs also typically register themselves to one or more GIISs. This allows users to query a GIIS, see all the available resources in an organization and then query the resource’s GRIS directory or through the GIIS.

This results in two traffic components that should be allowed by firewall policy:

1. Queries will take the form of a connection to a GRIS, from either a user directly or forwarded by a GIIS, from an ephemeral port to the well-known static port of 2135/tcp on the server.

2. Registrations will take the form of an outgoing connection from an ephemeral port on the server to the well-known static port of 2135/tcp on the GIIS. GIIS may also need to send traffic out to GRISs on the well-known static port of 2135 from an ephemeral port.

GT2 MDS connections are optionally authenticated with GSI as described in Section 3.1. A server can be configured to require authenticated connections.

3.4.2 GT3 MDS

The GT3 MDS model is similar to the GT2 MDS model described in the previous section. Each service and job publishes some set of data about the local host or itself. Aggregators serve the roll of GIIS and combine information from related resources.

All queries for information are handled by the master hosting environment (MHE) which serves to route the query to the appropriate service. This results in traffic from ephemeral ports on clients to port 8080/tcp on the server.

3.5 GSI-Enabled OpenSSH

GSI-enabled OpenSSH is not part of the Globus Toolkit, but uses the Globus Toolkit’s GSI security mechanism and is often installed by sites using Globus so it is discussed here. More information on GSI-enabled OpenSSH can be found at [6].

GSI-enabled OpenSSH has exactly the same network traffic characteristics as normal OpenSSH [13]. Authentication with GSI is another authentication mechanism added to the suite of authentication mechanisms supported by OpenSSH. This traffic pattern of OpenSSH is a connection from an ephemeral port on the client to the well-known static port of 22/tcp on the server.

OpenSSH connections authenticated with GSI are protected with OpenSSH’s normal message protection mechanisms [13].

3.6 MPICH-G2

While not part of the Globus Toolkit, MPICH-G2 is often used with the Toolkit. The reader may find information on using MPICH-G2 in the Firewalls section of the MPICH-G2 webpage [11].

Summary of GT2 Traffic

Table 1 summarizes the traffic characteristics for GT2.

Table 1: GT2 network traffic characteristics

	Application
	Network Ports
	Comments

	GRAM
Gatekeeper
(to start jobs)
	To 2219/tcp on server from controllable ephemeral port on client
	Connections back to client (controllable ephemeral port to controllable ephemeral port) required if executable or data staged from client or output from job sent back to client.

Port 2119/tcp defined by IANA

	GRAM
Job-Manager
	From controllable ephemeral port on client to controllable ephemeral port on server.
	Port on server selected when original connection made by the client to the Gatekeeper and returned to the client in a URL.

May result in connection back to client from ephemeral port on server to controllable ephemeral port on client.

	MDS Grid Resource Information Service (GRIS) or Grid Information Index Service (GIIS)
	From ephemeral port on client to port 2135/tcp on server


	To hosts running a GRIS service (typically all machines that run the Globus services)

Port 2135/tcp defined by IANA

	MDS GRIS or GIIS registration to a parent GIIS
	To 2135/tcp on parent GIIS from ephemeral port on child GRIS/GIIS

To 2135/tcp on child GRIS/GIIS from ephemeral port on parent GIIS
	Connections from GRIS to GIIS are for registration.

Connections from GIIS to GRIS are for queries.

Port 2135/tcp defined by IANA

	GridFTP
	From controllable ephemeral port on client to port 2811/tcp on server for control channel.
	Port 2811/tcpdefined by IANA

For information on data channel please see Section 3.3

	GSI-Enabled SSH
	From ephemeral port on client to port 22/tcp on server.
	Same as standard SSH. Port 22/tcp defined by IANA.

	MyProxy
	From ephemeral port on client to port 7512/tcp on server.
	Default. Can be modified by site.


3.7 Summary of GT3 Traffic

This table is intended to summarize the Globus Toolkit services traffic described in this section.

Table 2: GT3 network traffic characteristics

	Application
	Network Ports
	Comments

	GRAM (job startup and control)
	To 8080/tcp on server from ephemeral port on client.
	Connections back to client (controllable ephemeral port to controllable ephemeral port) required if executable or data staged from client or output from job sent back to client.

Port 8080/tcp is default and configurable.

	MDS
	From ephemeral port on client to port 8080/tcp on service.


	Same port as for GRAM.

	GridFTP
	From controllable ephemeral port on client to port 2811/tcp on server for control channel.
	Port 2811/tcpdefined by IANA

For information on data channel please see Section 3.3
Same as GT2.

	GSI-Enabled SSH
	From ephemeral port on client to port 22/tcp on server.
	Same as standard SSH. Port 22/tcp defined by IANA.

	MyProxy
	From ephemeral port on client to port 7512/tcp on server.
	Default. Can be modified by site.


Controlling the Ephemeral Port Range

Here we describe how controllable ephemeral ports in GT2 and GT3 can be restricted to a given range and give examples of common techniques for configuring services.

3.8 GT2

In GT2, port numbers for controllable ephemeral ports can be restricted by setting the environment variable GLOBUS_TCP_PORT_RANGE. The value of this variable should be formatted as min,max (a comma separated pair). This will cause the GT2 libraries (specifically GlobusIO) to select port numbers for controllable ports in that specified range.

For example:

% GLOBUS_TCP_PORT_RANGE=40000,40010

% export GLOBUS_TCP_PORT_RANGE

% globus-gass-server

https://globicus.lbl.gov:40000

^C

%

3.8.1 Configuring the Gatekeeper/Job-Manager to use GLOBUS_TCP_PORT_RANGE

There are two ways to configure the Job-Manager (JM) to use GLOBUS_TCP_PORT_RANGE, either by using a wrapper script or by setting the environment variable in inetd/xinetd.

Using a wrapper script:

This method involves replacing the JM binary with a wrapper script that sets the environment variable and then executes the actual JM binary (note that when the JM is invoked by the Gatekeeper the user has already been authenticated and a setuid has been done, so this doesn't have the risk of a potential exploit of the script).

To wrap the JM start by moving the real JM executable aside:

% mv $GLOBUS_LOCATION/libexec/globus-job-manager \

$GLOBUS_LOCATION/libexec/globus-job-manager.real

And replace it with a script such as the following:

% cat > $GLOBUS_LOCATION/libexec/globus-job-manager

#!/bin/sh

# Replace 40000,45000 here with your actual port range

GLOBUS_TCP_PORT_RANGE=40000,45000

export GLOBUS_TCP_PORT_RANGE

# Note: Replace G_L on following line with actual path of

# $GLOBUS_LOCATION

# Don't use the environment variable as it may not be set.

exec G_L/libexec/globus-job-manager.real "$@"

^D

% chmod 755 $GLOBUS_LOCATION/libexec/globus-job-manager

Setting the environment variable in inetd or xinetd:

For inetd change the line in your inetd.conf file that starts the Gatekeeper service to use /bin/env to set GLOBUS_TCP_PORT_RANGE. For example:

gatekeeper stream tcp nowait root \



/bin/env env GLOBUS_TCP_PORT_RANGE=40000,45000 \



GLOBUS_LOCATION/sbin/globus-gatekeeper \



-conf GLOBUS_LOCATION/etc/globus-gatekeeper.conf

The above string would need to be customized to reflect your configuration by replacing GLOBUS_LOCATION with the actual value of $GLOBUS_LOCATION and 40000,45000 with you choice of port range.

For xinetd add an env line to your /etc/xinet.d/globus-gatekeeper file. For example:

service globus-gatekeeper

{

         socket_type  = stream

         protocol     = tcp

         wait         = no

         user         = root

         server       = GLOBUS_LOCATION/sbin/globus-gatekeeper

         server_args  = -conf GLOBUS_LOCATION/etc/globus-gatekeeper.conf

         disable      = no

         env          += GLOBUS_TCP_PORT_RANGE=40000,45000

}

The above string would need to be customized to reflect your configuration by replacing GLOBUS_LOCATION with the actual value of $GLOBUS_LOCATION and 40000,45000 with you choice of port range.

3.8.2 Configuring GridFTP to use GLOBUS_TCP_PORT_RANGE

Since the GridFTP server is started by inetd/xinetd and not by the Gatekeeper, this means that it is not safe to wrap the executable with a script wrapper like it is with the job manager since it will be running as root. This means you need to configure inetd or xinetd to set the environment variable when it invokes the GridFTP server.

For inetd change the line in your inetd.conf file that starts the service to use /bin/env to set GLOBUS_TCP_PORT_RANGE. For example:

gsiftp stream tcp nowait root \


/bin/env env GLOBUS_TCP_PORT_RANGE=40000,45000 \


GLOBUS_LOCATION/sbin/in.ftpd -l -a

The above string would need to be customized to reflect your configuration by replacing GLOBUS_LOCATION with the actual value of $GLOBUS_LOCATION and 40000,45000 with you choice of port range.

For xinetd add an env line to your /etc/xinet.d/gsiftp file. For example:

service gsiftp

{

         socket_type  = stream

         protocol     = tcp

         wait         = no

         user         = root

         server       = GLOBUS_LOCATION/sbin/in.ftpd

         server_args  = -l -a

         disable      = no

         env          += GLOBUS_TCP_PORT_RANGE=40000,45000

}

The above string would need to be customized to reflect your configuration by replacing GLOBUS_LOCATION with the actual value of $GLOBUS_LOCATION and 40000,45000 with you choice of port range.

3.8.3 Configuring MDS to use GLOBUS_TCP_PORT_RANGE

MDS does not open ephemeral ports to accept connections so it does not need to be configured to use GLOBUS_TCP_PORT_RANGE.

However if it were needed for some reason, the environment variable could be set in the $GLOBUS_LOCATION/sbin/SXXgris script.

3.9 GT3

GT3 is composed of applications and services written in C and in Java. Both of these have a different means of configuration for controlling the ephemeral port ranges as described in the subsequent sections.

3.9.1 C Libraries, Client Applications and Services

Portions of GT3 written in C, which includes some client applications, some client libraries and the GridFTP server, use the same globus_io libraries as in GT2. This allows their ephemeral ports to be controlled with the GLOBUS_TCP_PORT_RANGE environment variable as described in Section 4.1.

3.9.2 Java Libraries, Client Applications and Services

For GT3 Java-based code, which includes the GRAM and MDS service and some client libraries and applications, the system property "org.globus.tcp.port.range" effects ports used for incoming connections in the same manner as the GLOBUS_TCP_PORT_RANGE environment variable does as described in the previous section.

This value can be set in the following manners:

· It can passed on a command line:

%java -Dorg.globus.tcp.port.range=5000,6000

· It can be specified by the application directly: 

System.setProperty("tcp.port.range", "5000,6000")

· It can also be placed in the file ~/.globus/cog.properties where it will be read automatically by the libraries. The line in the file should appear like:

tcp.port.range=5000,6000

4 Client Site Firewall Requirements

This section describes the requirements placed on firewalls at sites containing Globus Toolkit clients. Note that often jobs submitted to sites running Globus services will act as clients (e.g. retrieving files needed by the job, spawning subjobs), so server sites will also have client site requirements.

4.1 Allowed Outgoing Ports

Clients need to be able to make outgoing connections freely from ephemeral ports on hosts at the client site to all ports at server sites.

4.2 Allowed Incoming Ports

As described in Section 3, some Globus Toolkit services use callbacks to clients. If connections are not allowed back to Globus Toolkit clients, the following restrictions will be in effect for both GT2 and GT3:

· You can't do a job submission request and redirect the output back to the client. This means the globus-job-run command won't work. globus-job-submit will work, but you can't use globus-job-get-output. globusrun with the -o option also will not work.

· Staging with globusrun will also not work, which precludes the -s and -w options.

To allow these callbacks client sites should allow incoming connection in the ephemeral port range. Client sites wishing to restrict incoming connections in the ephemeral port range should select a port range for their site. The size of this range should be approximately 10 ports per expected simultaneous user on a given host, though this may vary depending on the actual usage characteristics. Hosts on which clients run should have the GLOBUS_TCP_PORT_RANGE environment variable set for the users to reflect the site’s chosen range as described in Section 4.

4.3 Network Address Translation (NAT)

Clients behind NAT firewalls will be restricted as described in Section 5.2 unless the firewall and site hosts are configured to allow incoming connections.

This configuration involves:

1. Select a separate portion of the ephemeral port range for each host at the site on which clients will be running (e.g. 45000-45099 for host A, 45100-45199 for host B, etc.).

2. Configure the firewall to direct incoming connections in the port range for each host back to the appropriate host.

3. Configure the Globus Toolkit clients on each site host to use the selected port range for the host using the techniques described in Section 4.

4. Configure Globus Toolkit clients to advertise the firewall as the hostname to use for callbacks from the server host. This is done using the GLOBUS_HOSTNAME environment variable. The client must also have the GLOBUS_HOSTNAME environment variable set to the hostname of the external side of the NAT firewall. This will cause the client software to advertise the firewall's hostname as the hostname to be used for callbacks causing connections from the server intended for it to go to the firewall (which redirects them to the client).

5 Server Site Firewall Requirements

This section describes firewall policy requirements at sites that host Grid services. Sites that host Grid services often host Grid clients, however the policy requirements described in this section are adequate for clients as well.

5.1 Allowed Incoming Ports

A server site should allow incoming connections to the well-known Grid Service Ports as well as ephemeral ports.

For GT2 these ports are 22/tcp (for gsi-enabled openssh), 2219/tcp (for GRAM), 2135/tcp for MDS and 2811/tcp for GridFTP.

For GT3 these ports are 22/tcp (for gsi-enabled openssh), 2811/tcp for GridFTP and 8080/tcp for GRAM and MDS.

A server not allowing incoming connections in the ephemeral port range will have the following restrictions:

· If port 2119/tcp is open, GT2 jobs may be submitted via globus-job-submit, but further management of the jobs will not be possible.

· While it will be possible to make GridFTP control connections if port 2811/tcp is open, it will not possible to actually get or put file.

· GT2 MDS will function normally if port 2135/tcp is open

Server sites wishing to restrict incoming connections in the ephemeral port range should select a range of port numbers. The size of this range should be approximately 20 ports per expected simultaneous user on a given host, though this may vary depending on the actual usage characteristics. While it will take some operational experience to determine just how big this range needs to be, it is suggested that any major server site open a port range of at least a few hundred ports. Grid Services should configured as described in Section 4 to reflect the site’s chosen range.

5.2 Allowed Outgoing Ports

Server sites should allow outgoing connections freely from ephemeral ports at the server site to ephemeral ports at client sites as well as to Grid Service Ports at other sites.

5.3 Network Address Translation (NAT)

Grid services do not work behind NAT firewalls because the security mechanisms employed by Globus require knowledge of the actual IP address of the host that is being connected to.

6 Work to Improve Firewall Interoperability

This section describes current work to improve the interoperability of the Globus Toolkit with firewalls and discusses some ideas for future work.

6.1 Improvements in GT3

The GT3.0 release addressed the problem of multiple ephemeral ports on a server for job management by funneling all traffic to managed jobs through a "proxy router". The proxy router is installed as part of the GT3 resource management system. All traffic to managed jobs from clients is send to the proxy router, which directs it to the ultimate destination. In turn, return traffic from managed jobs back to the clients also passes through the router.

6.2 Possible Future Work

The largest remaining problem with Globus Toolkit firewall interoperability is the requirement for notifications that require connections from services back to ephemeral ports on the clients. One possible solution for this problem would be the development of a "Post Office Box" for notifications. Such a service would hold notifications and allow the client to poll for notifications, eliminating connections back to the client.
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