Access Grid Security Infrastructure: Requirements and Architecture

Introduction

While the original Access Grid implementation was quite successful, a frequent issue that arose among new users was its security: Can anyone overhear us? How can we securely share data? How can I make my own secure venue?

The AG 2.0 infrastructure was designed to allow anyone to host a server and to provide virtual meeting space. It is the task of the AG 2.0 security infrastructure to ensure that the now widely-distributed mesh of Access Grid resources is able to operate in a secure manner, maintaining users’ privacy and providing them with authoritative information about their fellow Access Grid participants.

Requirements

The computer security literature discusses a general set of requirements that any secure system will address:

· Confidentiality: protection of data from exposure to unauthorized persons

· Integrity: assurance that data has not been modified in transit

· Authentication: assurance of the identity of a peer

· Nonrepudiation: assurance that the originator of a communication cannot deny the transmission of that communication

· Authorization: assurance that access to a protected resource is granted only to those parties whom the resource owner has allowed.

In the AG environment, we find the following more detailed requirements for each of these areas.

Confidentiality

The Access Grid defines the concept of a Virtual Venue, a synthetic location which has many of the same semantics as a physical location: objects placed in a venue remain there after the user leaves, and are available upon his return; one can detect the presence of other users in a venue, and can reason about their identity, etc. This model defines a strong requirement for confidentiality: only those users who are currently present in a Venue should be able to access the contents of a venue and see and hear the other users in a venue.

Integrity

It is critical that all data presented to users of the AG, and data passed in the control infrastructure of the AG, be protected from changes in flight due to malicious intent or to loss in the network.

Authentication

Again, due to the semantics implied by the definition of Virtual Venues, it is critical that users of the Access Grid can be assured that the identity of the other users in a Venue can be reasonably trusted. The AG security infrastructure must provide mechanisms for a user to authenticate himself to the AG infrastructure in a way that such an authentication is trusted by other users. In order to maintain a reasonable amount of convenience for the user, the AG infrastructure must provide a single sign-on mechanism to reduce the number of times the user must type a password or passphrase.

Nonrepudiation

In typical Access Grid usage, we do not require support for nonrepudiation. It is also the case that it is difficult in general to support nonrepudiation to an acceptable level. [1]
Authorization

Just as real-life rooms are equipped with locks to keep out those who should not see the contents, an AG Virtual Venue must have the ability to only allow entry to authorized users. . 

Other requirements

In addition to addressing the four main requirements above, the Access Grid security infrastructure must operate in a distributed fashion. That is, an implementation that requires a centralized service to mediate all security transactions is not acceptable. We address this issue by the use of a public-key infrastructure (PKI), where each party is able to independently make any necessary security decisions. 

Approach

The Access Grid toolkit is able to address all of the requirements discussed above by leveraging the support the Globus Toolkit ™ [2] provides for secure communications. The Globus Toolkit was originally targeted at the distributed Grid computing environment, which has a number of similarities with the Access Grid environment. 

All control communication in the AG infrastructure is performed using the Globus IO library. This library implements a secure transport based on the SSL/TLS protocol suite. All connections are authenticated at each end using X.509 certificates. Globus achieves single sign-on by the use of a limited-lifetime proxy identity certificate created from a user’s passphrase-protected identity certificate.

The AG security infrastructure layers additional high-level functionality atop the basic Globus communications. This functionality includes tools for comprehensive certificate management and flexible access control management.

Certificate Management

While a PKI provides a high level of security, it brings with it a price of inconvenience for its users. It is difficult for each user to maintain one or more identity certificates and ensure that they are present on each computer that he wishes to use to enter the AG. This difficulty may result in only the most dedicated of users making the best use of the AG. We wish to enable all users to utilize the AG with the least amount of effort. Hence, the AG security infrastructure provides a comprehensive certificate management infrastructure that not only handles multiple identity certificates for a user, but also enables the potential use of certificate proxying servers or online certificate authorities. 

The certificate management infrastructure maintains for each user an independent database of that user’s identity certificates and set of trusted Certificate Authority certificates. We are basing this model on that used by popular web browsers, which manage trusted CA certificates and per-user identity certificates for the purpose of visiting SSL-secured web servers with secure client authentication. 
To understand the certificate management problem more completely let us consider the classes of user that we wish to enable to use the Access Grid software, and what the implications with respect to authentication, identification, and certificate management are.

The first user type we consider is the hit and run user. This is a person who is trying out the software for the first time, or who doesn’t know or care about the details of certificate-based authentication.

A hit and run must be able to use the AG software to connect to a public venue server and see its full functionality in action. However, because he would not have a verifiable identity presented to the venue server, he would not be able to participate in any closed sessions or access any protected data or other resources.

Next, we consider a basic user. This is a user who is working at or in collaboration with an institution that uses the Access Grid on a regular basis, and which expects that its collaborators using the Access Grid have identities that are verifiable through the AG security mechanisms.

This user should only be required to do the minimum of work necessary to acquire the credentials required to participate at this level.  This implies that the AG software should be the primary interface he uses to view any credentials he may have, to determine from what provider he should request any credentials he does not have, and to perform the actual credential request and installation of credentials when they become available.

Finally, we consider an advanced user. This user is familiar with public key certificates (perhaps he is a supercomputing Grid user already, or has credentials that have been created for him by his home institution for use in other applications) and has experience in other applications in their use and manipulation. 

The certificate management infrastructure provides useful mechanisms for each level of users. Advanced users are able to simply import their certificates into the certificate repository and make connections to venue servers and other resources. Basic users are enabled via a certificate request and retrieval server that is able to provide them with an identity certificate issued by the AG Developers’ Certificate Authority, administered in the Futures Laboratory at Argonne. 

Planned functionality for interfacing with online certificate authorities and certificate proxy servers such as the NCSA MyProxy server [3] will make use of the Access Grid straightforward for hit and run users. In the presence of such mechanisms, users authenticating to the Access Grid will follow a simple username/password authentication procedure. The security infrastructure provides a mapping of this model to an underlying PKI foundation.

Access Control
We can define the access control problem like this:

Allow access to a resource to only those users to which we wish to allow access.

In the Access Grid, such resources might include Virtual Venues (“locked doors”), shared files (give logged-in users the right to read, people in my group the right to write), services (only people with a valid TeraGrid login can access the high-throughput genomics server), etc. 

The computing and security literature is rich with architectures and designs for access control mechanisms. The Access Grid environment, however, has a fundamental difference from many of the environments discussed in the literature. As a real-time collaboration environment, there are requirements for dynamic real-time modification of the access control policies. 

We use the concept of role-based access control (RBAC) in this access control architecture. In short, role-based access control implies that permissions are associated with roles, and that users are assigned roles depending on their context, identity, and environment.  In its full form, an RBAC system can include a complex hierarchy of roles with context-based activation rules, role membership constraints, etc [4-8]. However, for our purposes we are using a fairly simple model based on the RBAC concepts and abstractions.

The RBAC model provides a straightforward mechanism to implement the dynamic access control policies required in the AG. An AG component that must manage an dynamic access control policy can simply define a role for that policy, and dynamically update the membership of that role as users come and go. The permissions assigned to that role will then be naturally granted to the users as they come and go.

Conclusion

The Access Grid security infrastructure defines architecture and implementation based on the Globus Toolkit™ that supports the classic security requirements of authentication, authorization, confidentiality, and integrity. It provides its users comprehensive certificate management to aid in their effective use of public-key technology, and utilizes a role-based access control infrastructure to meet the authorization challenges inherent in a highly dynamic distributed system.
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