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Introduction

 The Access Grid (AG) 2.0 Development Project builds upon experience from the prototyping, deployment and support of AG 1.0.  It defines the underlying architecture and exposes interfaces throughout the system, which enable third party developers to enhance and extend the functionality of the Access Grid.

The functionality that AG 2.0 has to deliver includes scalable Virtual Venues, integrated security, workspace docking, node management (which enables a wide variety of node solutions), support for asynchronous collaboration, and network services.  In order to deliver this functionality the AG 2.0 project is divided up into sub-projects for Security, Virtual Venues, Network Services, Resource Management, Asynchronous Collaboration, and Workspace Docking.  Integrating security into the Access Grid requires consideration of the security goals and how security impacts each of the sub-projects.  Therefore, security is discussed both as part of each sub-project and as a sub-project.

This document will provide a brief review of the AG 1.0 functionality, and then define the requirements for AG 2.0.  Since AG 1.0 doesn’t have a documented architecture, we will enumerate all parts of the AG 2.0 architecture (including those carried forth from 1.0).  Then we will discuss the high level requirements each part should attempt to satisfy. 

Background

The first version of the AG (1.0) provided groups of users with the ability to collaborate, via semi-immersive collaborative environments known as AG Nodes.  These nodes were narrowly defined as designed spaces which can generate multiple video and audio streams, and which can receive and display multiple streams.  Additionally, nodes were specifically meant to enable groups of users to participate in remote, group-to-group collaboration. The nodes were used to navigate Virtual Venues, digital spaces that provided configuration information so that nodes could send and receive streams of audio and video data in a peer-to-peer manner. In this first generation there were two parts to the AG, Nodes and the Virtual Venues.  
Security

AG 2.0 incorporates security functionality that allows users to interact with the same confidence that they would if they were in the same physical location. Additionally, AG 2.0 provides users with a clear understanding of how and to what extent it incorporates security, so that they can be aware of its capabilities and its limitations. 

Since AG 2.0 limits itself to users using computers and networks to interact with other users; there is a limit to the security provided.  Without extending the AG to include physical security solutions, there is always the possibility that a user in a Virtual Venue can show the computer they are using to access the Virtual Venue to another individual. AG 2.0 includes a comprehensive security solution, including identification, authentication, and authorization, which provides more pervasive security than in AG 1.0.
The security solution for AG 2.0 should include the ability for every user to be identified, and provide mechanisms for them to authenticate that identity. In order to make the AG usable, the number of times users are required to authenticate should be minimized.  This trade-off must be weighed against the probability of individuals impersonating users and using the AG from public computers.  For convenience, the sub-projects assume this level of security.

In order for users to perform some actions they may need to be authorized.  Every object in the Access Grid that wants to limit access will have to incorporate some authorization policy.  The authorization policy should enable the limiting of actions in a fine-grained way. For example, if AG 2.0 uses objects that have methods, the authorization solution should allow restricting a sub-set of the methods, not all of them. It is suggested that the default authorization policy be open, which is that users can freely interact with objects.

Virtual Venues 

Virtual Venues are the places people collaborate; they are based on rooms in the physical world. Following from physical rooms, they are connected together, they (and the connections between them) are persistent, they are securable, and they provide a coherent context for people to interact with each other and with the things in the Venue.  Like physical rooms, people outside the Venue cannot see in and the people inside the Venue cannot see out.

These Virtual Venues are connected together, so that users can move from Venue to Venue through connections that look like doors.  The Venues and doors create a spatial metaphor that is familiar enough that there is very little learning required to use the Access Grid.

The Virtual Venues and the connections between them are persistent, that is, even when there are no users interacting via the Access Grid the Virtual Venues are still there.  This persistence provides the ability for users to bring objects into the Access Grid, leave them in a Virtual Venue and come back later to find them.  This is an implicit property of the physical world that has been integrated into the Virtual Venues.

Security provides the users with the confidence that they can interact with each other via the Virtual Venues in the same way they would if they were interacting in the physical world.  The Access Grid requires identification, authentication, and authorization to be integrated in a way that provides a rich set of tools that are easily used. It is suggested that these tools provide technological mechanisms that represent real-live social tools, like gently asking someone to leave, when it isn’t appropriate for them to be in the space.  If they persist there may be a tool that provides a more firm request to leave, followed by a change in the authorization policy for who can be in the room.
Just like in the physical world, when users are in the same Virtual Venue they are considered in each other’s presence.  Support for fine grain events, such as users entering and exiting the Venue, interacting with objects in the Venue, and interacting with other users is also part of the Virtual Venues.  These events enable a distributed yet coherent perception of the shared space, which in turn creates a greater sense that the users are in each other’s presence.  Literature suggests the more users feel in each other’s presence the more productive the collaboration is which seems to follow common sense.

Upon entering a Virtual Venue a service negotiates the highest quality experience between the user entering the venue and the other users and services that were previously in the venue.  This negotiation uses the network services, discussed below to provide the richest possible collaboration for all users in the venue. 
When users are in the Virtual Venues, it is possible for them to interact with things rather than merely users.  These things that are available in the Virtual Venues could be data or services that provide access to resources (e.g., a scientific instrument or computing resource).  In order to provide an extensible toolkit, the Access Grid defines mechanisms through which developers can bring these other things into the Virtual Venues so that they can be integrated into collaborations.

The Virtual Venues must maintain the authorization policy for the operations that happen to the venue.  However, the things within the venue must maintain their own authorization policy.  The Virtual Venue might define authorization roles like Administrator, Programmer, and User, where Administrator can modify aspects of the Venue, Programmer can add and remove services, and User can participant by adding and removing data, and interacting with things in the venue, but not add, remove, or configure services.

Network Services

Network Services enable extension of the Venues middleware to provide content modification, third party resources, or value added services. Examples of how these services can be used include presenting an alternate interface to a resource (e.g. a text stream instead of an audio stream), or monitoring infrastructure such as multicast connectivity or network performance. 

Network services are not meant to provide user interaction; in fact, the Virtual Venues and Node Resource Middleware (discussed next) should be the primary software parts that use the Network Services to provide the highest quality interaction for every participant in a Venue.  

Network services are found in Virtual Venues. The Venue provides ways to introduce network services to a Virtual Venue and remove the service from the Virtual Venue.  The Virtual Venue determines who has the ability to add and remove services.  

Network services should be composable components, with both human and computer readable descriptions of the data they accept and generate, and what functionality they provide.  This makes it possible for tools to use the network services as building blocks in creating larger systems that integrate multiple services.

The security requirements for network services include the need for each service to maintain its own authorization policy. In order to do that, the service must be aware of the identification mechanisms provided by the AG 2.0 security infrastructure. The network service maintains the authorization policy that controls access to the service.  This is primarily used for configuration of the service.

Node Management
Users collaborate in Venues by using Access Grid Nodes (AGNs). In AG 2.0 AGNs have been defined as a collection of services and resources that a user brings into the Virtual Venues to interact with other users, data and services found in the Venue. AGNs can be created from a wide variety hardware and software components (e.g. from two way pagers to CAVEs™).  This is different from AG 1.0 where AGNs were required to provide a specific level of shared functionality. 
In order to support a broad range of services and capabilities in AGNs it is important to focus on the requirements the AGNs need to fulfill.  These requirements include local and remote manageability, easy addition and removal of services, the ability to share services with multiple users, and integrate with the rest of the AG security infrastructure. By satisfying these requirements users can participate in Venues with the richest collaboration over the broadest range of AGN capabilities.

Local and remote manageability means that the AGN, once installed, can be managed by local users and, if authorized, remote users. Managing an AGN starts with a process of leashing to an AGN, which is the process by which a user tells the AGN that they want to claim that AGN as a shared capability. Once the AGN authorizes the user to leash to it, that user can manage the AGN.

Managing the AGN involves simply adding, removing or configuring services that are part of the AGN. These services are very similar to network services; however most of the AGN services probably produce or consume data. There is a minimum set of services that are required to actually have an AGN, but it might be advantageous for even these fundamental services to be able to be hosted. This provides the ability for even “dumb” devices to enable users to participate in the Virtual Venues.
Some AGNs (e.g. laptops or handhelds) are known about by the user because they are used directly, probably by running the Virtual Venues Client software directly.  Other AGNs, however, are used primarily by leashing and sharing the capabilities. These nodes are collaborative AGNs, based on the AGNs that were fundamental to AG 1.0.  In order to leash and share the capabilities of these AGNs it’s necessary first to discover them.  To make that easier it is suggested that AGNs have the ability to advertise themselves much like printers or other devices advertise themselves on the network.
All AGNs have the same security requirements and make the same assumption that AG users are identifiable and have been through some authentication process.  Additionally, since AGNs are providing the user interface to AG 2.0, it is through the AGN that the process of authentication is done.  The AGN should provide as simple and easy to use mechanism to authenticate users’ identities as possible, requiring a minimum of password entries (e.g., a single sign-on solution) and possibly authentication via hardware solutions like Java Ring or iKey USB dongles. Additionally, shared AGNs should maintain a list of users actively sharing the resources so that security policies can be verified against that group.
Asynchronous Collaboration

Collaborations in AG 2.0 will include participants who can’t participate for many reasons, multiple conflicting appointments, different time zones, travel schedules, classes, and personal issues like sickness or vacation. This requires that AG 2.0 provide mechanism for participants to participate in collaborations at different times, which in the past has been a difficult problem.  Traditionally, meeting notes, audio or video tapes have been used to provide this functionality, however we’re working with an environment that’s already digitizing multiple viewpoints of multiple spaces, multiple audio streams, ancillary data, and transmitting it across wide area networks.  These streams should be able to be recorded and then replayed by users who could not be there.  The Voyager Multimedia Server is a network service which needs to consider service interfaces, data storage, and security issues. The Voyager Multimedia Server, available via the Venues, is an example of how AG 2.0 enables third party services.

Virtual Venues should be able to elect to provide recording capabilities so that not all venues are required to incorporate them. This provides a small amount of flexibility that captures part of the richness of the physical world, spaces often have some function or purpose and they don’t all have the same purpose.  Recording and playback capabilities fulfill goals that are not required for every purpose, in a room that’s designed for “eyes only” security, it would be desirable to not allow recording of the streams.  However, in many scientific and management centric spaces there is great value in recording formal gathers for research or planning.

The recording and playback service that provides the asynchronous collaboration capabilities will need to find out information about all the streams that are being used in the venue.  It also needs a mechanism for users to interact with it to initiate recording and playback, and an indicator that it is recording, playing, or inactive.  

Recording streams creates an immediate need to store data, depending upon the recording solution the service may need to be configured with some third party storage information.  This storage facility will need to be aware of AG 2.0 identities, and provide authorization mechanisms for the data it stores.  Additionally, each stored recording will need to keep track of its own authorization information.  It is suggested that the default authorization policy for recordings be that only users present during recording are able to view them.  This should be able to be modified, since it would make a lot of sense to have tutorials, training recordings, or experimental results captured (and perhaps published) via these recording mechanisms. 

Workspace Docking

Users using Virtual Venues to collaborate often need to share data; in AG 2.0 this is possible through Workspace Docking.  Workspace docking allows users to place data into the venue either permanently or transiently. Permanent data is thought of as living in the venue and is available to users all the time, transient data is found in the venue, but is only available when the user who shares it is available.  

Issues that must be addressed to enable workspace docking include data replication, security, and storage.

In AG 2.0 only interactions that are from a single user to all other users are being provided.  These can also be thought of as from the user to the venue, since that implies to all users inside the specified venue.  Additionally, AG 2.0 is only supporting the docking of user data, not applications. This means that workspace docking has to solve primarily two problems: how to enable user to introduce data into the venue and how to enable users to interact with data that’s in the venue.

Data replication and storage can be considered related in the context of Workspace Docking, since replication is copying the meaning content the user is sharing, and storage is how the venue or user will provide a storage mechanism to make it persistent, if desired. If the user specifies that the data being shared should be permanently part of the venue, then it makes sense for the venue to get either the original (e.g. moving the data) or a copy of the data and solve the problem of how to store it.  If the user specifies data should be transient, then it makes sense for the data to be stored within the control of the users’ personal resources.  In this case the venue could simply maintain a pointer to the data with information about its availability and some kind of description.

Workspace Docking, like all the other parts of AG 2.0 have the ability to know identities, this is the basic requirement for authorization.  Each piece of data being shared should have an identity that is referred to as the owner.  This is the AG user with final authority over the data.  Additionally, since not all data support the same operations for interaction, therefore each piece of data needs to have the ability to support authorization policies that are relevant to their operations.  Over time, classes of data may be recognized with common operations and mechanisms could be developed to minimize the effort required to support these authorization policies.  However, the default policy for data is suggested to be open for any users to interact with it in an appropriate manner.

Conclusion

The Access Grid 2.0 defines the first formal architecture for the Access Grid project, drawing up on much experience from the prototyping, deployment, support and evangelization of the AG 1.0 software.  In order to satisfy the requirements of the AG 2.0 development cycle the architecture is divided into components for Security, Virtual Venues, Network Services, Node Management, Asynchronous Collaboration, and Workspace Docking.  Each of these major architectural components has been described, and the functionality is discussed at a level of detail that should provide guidance to a process that will further define the architecture for each major component.

References

























































































































Please send comments to ag-arch@mcs.anl.gov.




















































































This is a DRAFT document and a work in progress.  Version: 9/11/20028/27/200
Please send comments to ag-arch@mcs.anl.gov.


