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Abstract

This document describes the second (v2.0) generation architecture of Access Grid Nodes (AGN).   AGNs are physical spaces, augmented with digital media and computing technology, that serve as a platform for researching distributed group collaborations.  AGNs also provide a much needed collaborative interface to Grid Computing resources, which serves as a platform for developing next generation applications.  AGNs, together with Access Grid Network Services, and Access Grid Virtual Venues create a group-to-group collaboration environment built using a spatial metaphor.  Access Grid Virtual Venues Services; described in detail in [CITE], provide organization and security for resources. Access Grid Network Services, the second part include services that can be added to the Access Grid to enable new functionality.  The third part, the Access Grid Node (AGN) is a collection of hardware and software resources that can provide shared capabilities among groups of users.  

System Architecture

Each Access Grid Node is made up of hardware and software resources
 that provide capabilities to the users. The goal of Access Grid Nodes is to provide shared capabilities among a group of collocated collaborators. These capabilities extend each individual user’s capabilities in a manner that supports cooperative work. Additionally, AGNs are designed to provide mechanisms for sharing the context of the local collaboration with other groups using AGNs.  To do this distributed group collaboration, AGNs provides multiple simultaneous camera views; an echo cancelled audio environment, a large format display, user management mechanisms and support for collaborative applications. 
Based on experiences with the previous architecture and our plans for supporting the integration of exotic hardware, third party software, and a much broader range of capabilities, this architecture supports six core pieces of functionality, plus defines the mechanisms for additional hardware and software to be incorporated into AGNs.  The six core pieces of Access Grid Nodes include:

Audio

Video

Display

Application

Security
Network

The configuration of an AGN is continuously changing, depending on many factors.  In order to deal with the constantly changing configuration, three things are created as part of this architecture.  First, there is a management interface, which provides a programmatic interface to dealing with the functional subparts of AGNs. Second, a configuration database is defined.  This configuration database can manage the dynamic state of the many AGN hardware and software subparts.  Third, a strong recommendation is made to provide an AGN management user interface with a prototype interface described.

Audio
REQUIREMENT: Full Duplex, High Fidelity, Hands free, echo free, comfortable audio environment.

REQUIREMENT: No user intervention during casual, common use.

REQUIREMENT: Provide a stream based interface to audio.

REQUIREMENT: Receive, Decode, Process and Present >= 6, 16 bit, 16 KHz, uncompressed audio streams via RTP

REQUIREMENT: Capture, Encode, and Transmit >= 1, 16 bit, 16 KHz, uncompressed audio stream via RTP

Stream Interface

DEFINITION: An audio stream is a pair of data and control interfaces that delivers audio data to the network (and thus other participants).

Telephone Interface

REQUIREMENT:

Part of the audio subsystem is a telephone interface.  This interface can be used to dial backup connections among nodes either from node to node or via a conference call bridge.

Audio Mixing Interface

REQUIREMENT:

Another part of the audio subsystem is the audio production environment.  This might include separate echo cancellation devices on each of the inputs to a complex auto mixer, or it might be as a combined device that echo cancels and mixes all in one box.  In all cases, the interfaces to the audio production environment should be consistent.

Video 

REQUIREMENT: High quality video from multiple viewpoints.

REQUIREMENT: No user intervention during casual, common use.
REQUIREMENT: Provide a stream based interface to video.

REQUIREMENT: Receive, Decode and Present >= 18 QCIF and 6 CIF H.261 video streams via RTP

REQUIREMENT: Capture, Encode and Transmit >= 4 CIF H.261 video streams via RTP.

POSSIBLE REQUIREMENTS: 

· Nobody off camera? 

· Every part of the room available via video?

Stream Interface

DEFINITION: A video stream is a pair of data and control interfaces that delivers video data to the network (and thus other participants).

Camera Interface

Part of the video subsystem is the interfaces required to control the camera systems capturing the local AGN.  

Video Codec Interface

A separate part of the video subsystem is the video production interface.  Through this interface producers can control various aspects of the video data being transmitted to represent the local AGN.  

Video Capture Interface

 A third part of the video subsystem is the video capture interface.  This interface provides functions to modify aspects of the data being captured that will be transmitted to represent the local AGN.

Display 

REQUIREMENT: Large format, shared display.
REQUIREMENT: >= 3072x768 shared display

Display System Interface

The display system control part of the display subsystem is the set of AGN functionality responsible for the operation of the actual display system used in the AGN.  AGN display systems can range from a single multiple headed Windows computer to a complex tiled display system similar to the FL’s ActiveMural.

These queries need to be answered in order for the display production environment to be usable.  Automated display production, as described in some other systems [CITE OPENMASH] will require this interface for interrogation of varying systems.

Layout Interface

The layout control portion of the display subsystem is used to arrange the applications and windows on the display system.  

Security 

REQUIREMENT: Enforcement of policies that control local and remote user interaction with AGN resources.
REQUIREMENT: Users must be known to the AGN (both local and remote).

User Presence
The user subsystem represents the list of users the AGN can claim as physically present in the physical AGN space.  All discovered users in the local AGN should be in the AGN user list.  Then AGN security negotiations can take place based on AGN user lists.

Application 

REQIUREMENT: The ability to collaboratively use an application at all collaborators AGNs.

The application subsystem is responsible for the negotiation, startup, security and control negotiations associated with distributed collaborative applications.

Network 

REQUIREMENT: A fault-tolerant, high bandwidth, low latency network fabric among collaborators using AGNs.
REQUIREMENT: 100Mbps LAN, 10Mbps WAN

REQUIREMENT: Multicast capable network

The network subsystem is used to start, stop and configure network services required to operate the AGN.  This functionality allows the AGN to dynamically adjust to network conditions, request Quality of Service parameters and provide feedback on the current networks connected to the AGN. 
AGN Management
AGN Management involves affecting changes in the AGN state and enforcing a strict coupling between the AGN configuration database and the AGN hardware and software parts.  The AGN User Interface is the software that is used to convey the desired changes in AGN state to the AGN.

Discovery

In order to interact with an AGN, users must first discover that there are AGN resources available to them.  In order for this to happen a discovery process must be defined.

Leashing a.k.a. “Logging In”

Once an AGN is discovered a user must “lay claim” to that AGN in order to interact with it.  In fact, in the case of AGNs groups of users are able to “lay claim” to the resource.  Once more than a single user is using an AGN there is the potential need for authorization and policy level decisions based upon the structure and formality of the collaboration.

Managing the Node

The AGN management software interfaces with all the hardware and software that comprises an AGN.  This includes the audio, video, display, application, network and user subsystems. 

The AGN Management Engine is the core of the software.  It is the primary contact for all external communication, external entities that want to interact with the AGN must connect through the Management Engine to authenticate and authorize requests to interact with the various internal parts of the AGN.  If the external entity successfully authenticates and is authorized to interact with internal parts of the AGN, then the Management Engine may elect to give them direct access to the parts they are requesting access to.  Alternatively, the Management Engine may decide to proxy for the internal parts.  The Management Engine is also the entity responsible for interacting with the AG Venues Client software.

The user interface to the AGN Management Engine should provide mechanisms to configure, control, and monitor the various pieces of software and hardware that make up the AGN.  This user interface may be separate from the Virtual Venues Client User Interface, but it doesn’t have to be.

AGNs contain a variety of resource, both hardware and software.  In order to manage these resources and provide a way for querying information about the AGN, a configuration database is integral to the AGN.  The three basic parts of this database include: the AGN configuration information (specified at installation), the local hardware and software inventory and configuration, and the dynamic information stored when the AGN is used.

One critical configuration detail is that each AGN should have a unique identification.  This is necessary to move forward with the security infrastructure, it also provides a convenient mechanism for many other developmental projects

Conclusion

The Access Grid is a collaborative environment designed to enable group-to-group collaboration in a way similar to normal everyday interactions.  The Access Grid is designed to be always on, providing instantaneous interactions across widely distributed sites.  This document describes the various parts of the AGN and their overall architecture.  The core components of the architecture include the AGN Management Engine, the Venues Client Interface, the AGN Management Interface, and the various subsystem modules for interfacing directly to the various pieces of hardware and software within the AGN.  Together these pieces provide a complete client system that can use the various services provided by the Access Grid.

References
� The range of capabilities that are supported by this architecture is very large, so to make it clear this document will be referring to the AG Minimum Node Requirements as a reference Access Grid Node.





