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Abstract

This document describes the second (v2.0) generation architecture of Access Grid Nodes (AGN).   AGNs are physical spaces, augmented with digital media and computing technology, that serve as a platform for researching distributed group collaborations.  AGNs also provide a much needed collaborative interface to Grid Computing resources, which serves as a platform for developing next generation applications.  AGNs, together with Access Grid Network Services and Access Grid Virtual Venues, create a group-to-group collaboration environment built upon a spatial metaphor.  Access Grid Virtual Venues Services, described in detail in [CITE], provide organization and security for resources.  Access Grid Network Services, the second part, include services that can be added to the Access Grid to enable new functionality.  The third part, the Access Grid Node, is the system that is installed at locations desiring to participate in the Access Grid.  

System Architecture

Access Grid Nodes are made up of many components, both hardware and software.  The configuration details of these components must be addressed in a way that doesn’t hinder experimentation with new technology in the Access Grid.  Therefore, this architecture focuses on defining how to describe components in a standard way and provides software that brings those components together into a single logical system, the AGN Node Management System.  

This architecture is designed taking the point of view that AGNs are the origination and destination of streaming data.  This is easy to agree upon when discussing the audio, video, and even the text commonly used in the first version of the Access Grid; however, upon analyzing even the audio and video it becomes evident that those streams are made up of many discrete samples.  The fact that they have a high frequency and a small size is what differentiates them from what is commonly referred to as bulk data.  However, in actuality, bulk data is merely less frequent, with larger samples that what is commonly referred to as a stream.  Interestingly, large scale computation is generating bulk data sets that are more and more like “big fat streams”, which is motivating massive storage system research.  This architecture does not try to address the concerns of that community. I don’t understand why we need to make the discrete-sample distinction here
The AGN Management Architecture defines the following components:

· AGN Management Interface – This is the place where users, venues, and external services interact with the AGN.  Typical operations include asking what streams are available, asking for a specific stream, arranging the reception of a stream, or modifying attributes of an existing stream.

· AGN Stream – A set of discrete samples of digital data at some frequency. Oh, is this why?
· AGN Stream Controller – The interface to modify various attributes of an AGN Stream.

What about things like level controlling, etc – is that all cast as modifications of stream generation? I worry a bit that all operations can be cast in terms of streams
This document will describe each of the parts of the AGN Management Architecture in detail.

The AGN Management Interface
The AGN Management Interface is the external interface to an AGN, responsible for handling all management communication This also creates a well known endpoint for all security mechanisms, AGN inquiry, and data management tools.  There may be an occasion where the AGN Management Interface delegates a management responsibility to a different part of the AGN.  In this case, the AGN is built in such a way that external access is possible to any part of the AGN that might have  responsibility for AGN management. The AGN Management Interface provides mechanisms for the AG Virtual Venues or the AGN Venues Client to deliver the configuration information provided by a Virtual Venues so that appropriate configuration of the internal parts can be done and AGN to AGN data transfer can occur. I’m not sure what this last bit is trying to say
The AGN Management Interface provides the following operations:

	External Interfaces
	Internal Interfaces

	· Start, Stop <stream>

· List Available Streams

· Status <stream>

· Describe <stream>
	· Register, Unregister <stream>




Are there mechanisms to determine what streams are available to be started? (Or is that what list available does?)

AGN Streams

AGNs are the originations and destinations of the streaming data that create a sense of presence for the users at each AGN, carries application content, and is the input and/or output from an AG Network Service.  There are many of these streams in the Access Grid as whole, but this document is focused on the streams that are specific to AGNs.  These streams include:

· Video

· Audio

· Text

· PowerPoint™ Slides

· PowerPoint Slide Transition Events

· Control Events (these are replaced by the architecture described here)

Critical attributes of these streams include (Critical to what?):
· Stream ID – A unique identifier that, when combined with a AGN ID, is a globally unique identification for this stream. Do we need to specify the combination with AGN ID? There are other ways of generating guids for streams (eg RTP SSRCs are guaranteed unique within the scope of a session)
· Stream Meta-Information – A free-form text attribute that is used by applications developers to annotate the stream with semantic content information.

AGN Stream Controllers

AGN Streams, defined above, can be provided by many implementations.  Each of these implementations will be composed of various pieces of hardware and software. AGN Stream Controllers are used to abstract the control interfaces provided by the tools that provide an AGN Stream.  Each type of stream has some fundamental attributes that are captured by the stream controller definitions below.

The next task is to identify the controllable aspects of each of these streams, then define a standard vocabulary to be used when discussing them. This will be done in order of the list above, which represents the streams used by the v1.0 AGN Architecture.  If this is done well it will provide an adequate example for streams that are new in the v2.0 AGN Architecture.

Video is fairly easy to describe, the attributes that are commonly controlled include: 

Hm. How formal of language do we want in this? My inclination is to turn the above into

The attributes that are commonly controlled in video streams include:
· Capture Device Controls

· Pan

· Tilt

· Zoom

· Focus

· Auto Gain

· White balance

· Mute
· Frame Grabber Device Controls

· Capture Rate

· Capture Format

· Frame Size

· Video Encoding Controls

· Algorithm

· Quality (for appropriate algorithms)

· Stream Display Controls?

· Display

· Location

· Size

Audio is not as easy to describe, since the number of control interfaces typically grows rapidly in even a simple audio system.  This list represents what is done in AGN v1.0:

· Level adjustment and mixing controls

· Capture Device Controls 

· Sample Grabber Device Controls

· Audio Encoding Controls

Text in v1.0 is simple to describe, however, it is probably not adequate for v2.0, so the following is proposed as an incremental improvement:

· Text Blah Blah

This document is going to define an Application Stream, which is an abstraction of the PowerPoint™ stream listed above.  This will allow further exploration into other applications areas.  The list for Application Streams includes:

· Application Name

· Application Version

· Data Location

· Data Update Frequency

AGN Meta-Stream Information Stream?

The information about how streams are related?  Tiled Video layout?  Camera/Mike Relationships?
Does this architecture document need to define this? Seems like something that might be more of a research topic; as such, it would be covered by services that ride atop the AGN infrastructure.
AGN Non-Stream Management Interfaces

There are some non-streaming functionality that needs to be either cast as streaming entities or an alternative solution needs to be found.  The two that are immediately apparent are physical presence (who is physically in the same room with the AGN), and device leashing (scoping devices into collections based on physical co-location).

Other interfaces include display management (the layout and control of windows displaying the streams that are arriving at the AGN), scheduling, device integration,  ???
Perhaps we need a split in documents here: the device and stream control side of things is currently pretty well defined and has a clear scope. Everything else is fuzzier; with a  split we could call the dev/stream stuff defined and more easily finalize an architecture document for it.
AGN Management User Interface

The user interface to the AGN Management Engine should provide mechanisms to configure, control, and monitor the various pieces of software and hardware that make up the AGN.  This user interface may be separate from the Virtual Venues Client User Interface, but it doesn’t have to be. I’d like to define a component interface for the venues client (similar in spirit perhaps to the microsoft admin interfaces that plug a number of different controls into single fairly unified ui)
AGN Configuration Specifications

AGN’s contain a variety of resources, both hardware and software.  In order to manage these resources and provide a way for querying information about the AGN, a configuration database is integral to the AGN.  The three basic parts of this database include the AGN configuration information (specified at installation), the local hardware and software inventory and configuration, and the dynamic information stored when the AGN is used.

During the setup of an AGN some information needs to be provided.  This configuration information is kept in the configuration database.  The set of information that needs to be provided by the installer includes:

· AGN Contact Information

· Contact Name

· Contact Email

· Mailing Address

· AGN Physical Configuration 

· Node Name

· Unique Node Identification this probably wouldn’t be provided by the installer, but supplied by some infrastructure. And within what scope is it unique? 
· Node Coordinates in what coordinate system??
· Time Zone

· Node URI URI to what?
Conclusion

The Access Grid is a collaborative environment designed to enable group-to-group collaboration in a way similar to normal everyday interactions.  The Access Grid is designed to be always on, providing instantaneous interactions across widely distributed sites.  This document describes the various parts of the AGN and their overall architecture.  The core components of the architecture include the AGN Management Engine, the Venues Client Interface, the AGN Management Interface, and the various subsystem modules for interfacing directly to the various pieces of hardware and software within the AGN.  Together these pieces provide a complete client system that can use the various services provided by the Access Grid.





































Figure � SEQ Figure \* ARABIC �1�: The Architecture of the Access Grid.
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